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Abstract

There are two main approaches to correcting errors during quantum computation. The
first one is redundantly embedding the degrees of freedom of a single qubit into multiple
qubits. The second is known as bosonic codes, a method that embeds the information
of a single qubit into a single multi-level system, such as a harmonic oscillator, using an
auxiliary qubit. For the former, it is essential to implement quantum operations with low
wiring costs and develop an architecture robust to parameter variations during fabrication
steps. For the latter, it is necessary to establish a state manipulation method that does
not degrade the coherence of the harmonic oscillator. Keeping these challenges in mind,
we consulted on the research and obtained the following results.

To achieve high-precision control in superconducting circuits, it is essential to establish
a fabrication recipe for superconducting circuit elements with sufficiently long coherence
times. We achieved state-of-the-art coherence times exceeding 400 us of transmon qubits
using high-temperature-grown Titanium Nitride superconducting thin films on silicon
substrates. This result was achieved by optimizing the fabrication recipe and design of
the superconducting circuit.

Using a microwave-activated interaction with a fixed-frequency transmon qubit as
a coupler, we developed a controlled-Z gate between transmon qubits. This method
does not require frequency tunability of the qubits, and it maintains the advantages of
fixed-frequency transmon qubits, such as long coherence time and low wiring cost, while
minimizing the always-on residual ZZ interaction, which causes coherent errors, compared
to conventional methods. This gate architecture offers higher design freedom and tolerance
to parameter variations during fabrication steps.

We implemented a conditional displacement gate between an auxiliary qubit and a
resonator. Previously, in superconducting circuits, a weak dispersive coupling between
the resonator and transmon qubit is primarily used as a resource interaction for the con-
ditional displacement gate. Unfortunately, this valuable control resource can be a bit-flip
error propagation channel during conditional gate operations. To address this issue, we
implemented artificial spin-dependent forces (SDF) interaction between a superconduct-
ing resonator and a cubic transmon, offering second-order nonlinearity as a resource of
SDF interaction. Using this interaction, we successfully prepared the superconducting
resonator’s squeezed vacuum and cat states.
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Chapter 1

Introduction

The concept of a quantum computer emerged in the 1980s. Benioff demonstrated that
unitary time evolutions can perform calculations without energy dissipation [1]. Feynman
also highlighted the challenges of simulating natural phenomena with traditional comput-
ers and proposed using quantum mechanical systems as a solution [2]. Following this,
in 1985, Deutsch formulated the quantum Turing machine model. Then, Shor devised
a quantum algorithm for prime factorization in polynomial time in 1994. During the
mid-1990s, there was a notable advancement in the experimental field. In 1995, Wineland
and colleagues successfully demonstrated a controlled-NOT gate using a trapped Beryl-
lium ion system [3]. In addition, a ground-breaking advancement, the realization of a
superconducting qubit [4], was achieved in 1999 by Nakamura and Tsai’s group. These
experimental advancements have paved the way for more complex quantum computing
systems.

Today, the scope of quantum information science extends well beyond quantum compu-
tation. It encompasses various applications such as communications, sensing, high-energy
physics, and dark matter search. Numerous research institutes and companies around
the globe are actively working towards integrating these quantum technologies into soci-
ety. Today, various physical systems, such as superconducting circuits, trapped charged
particles, and semiconductor quantum dots, are used to realize these technologies. Fur-
thermore, with the advent of programmable quantum processors in the 1004 qubit class,
we are now transitioning into a phase where the practicality of quantum algorithms can
be tested on actual devices. However, as of 2023, these quantum processors are called
Noisy Intermediate-Scale Quantum (NISQ) devices [5]. The accuracy of each operation
in these devices is approximately in the 99% range, which means that the deeper the
quantum circuit, the more the calculation results are obscured by noise. Quantum error
correction codes are a potential solution to address errors in quantum computations, and
they are currently undergoing extensive research both theoretically and experimentally.
However, implementing quantum error correction requires significant overhead for both
the quantum bits and classical control systems, making it crucial to implement the tools
needed for quantum error correction efficiently.

In this thesis, we focused on research toward implementing quantum error correction
efficiently using superconducting quantum circuits, which possess a high degree of design
freedom. In the field of superconducting circuits, there are two main types of quantum
error correction approaches. The first type involves redundantly embedding the degrees
of freedom of a single qubit into multiple qubits. For this approach, it is necessary to
integrate a significant number of physical qubits, and it is also important to implement
operations with low wiring costs and robustness against design parameter fluctuations
during the fabrication process. The second type is known as bosonic codes, a method
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that embeds the information of a single qubit into a single multi-level system, such as a
harmonic oscillator, using an auxiliary qubit. The harmonic oscillators are implemented
in superconducting circuits as superconducting 3D cavities or lumped element resonators,
which have high coherence. Auxiliary qubit-conditional operations are important in run-
ning a bosonic error correction. However, implementing these operations can also degrade
the coherence of the resonator. Therefore, it is crucial to implement conditional operations
that minimize the impact on the resonator’s coherence.

Keeping these challenges in mind, we first developed a fabrication recipe for super-
conducting circuit elements with sufficiently long coherence times, which is important for
high-quality quantum operations. Here, using high-temperature-grown Titanium Nitride
superconducting thin films on silicon substrates, we achieved coherence times exceeding
400 ps of transmon qubits and internal quality factors larger than 10° of lumped ele-
ment superconducting resonators. Then, using the recipe, we fabricated devices mainly
for two types of experiments. One is for a microwave-activated controlled-Z gate imple-
mentation using a fixed-frequency transmon qubit as a coupler. This method does not
require frequency tunability of the transmon qubits, and it maintains the advantages of
fixed-frequency transmon qubits, such as long coherence time and low wiring cost, while
suppressing a residual ZZ interaction, which causes coherent errors, compared to con-
ventional methods. The other one is for a microwave-activated conditional displacement
gate implementation using a flux-biased Superconducting Nonlinear Asymmetric Induc-
tive element (SNAIL), offering second-order nonlinearity to the system. Previously, in
superconducting circuits, a weak dispersive coupling between the resonator and transmon
qubit was primarily used as a resource interaction for the conditional displacement gate.
This valuable control resource can be a bit-flip error propagation channel during condi-
tional gate operations. To address this issue, we implemented artificial spin-dependent
forces between a superconducting resonator and a Cubic Transmon, which replaced the
Josephson junction with a SNAIL. We successfully prepared squeezed vacuum and cat
states in the superconducting resonator using this device.

1.1 Structure of this thesis

This thesis is structured as follows. In Chapter 2, we introduce the theoretical background
of circuit-QED. In Chapter 3, we introduce the superconducting circuit design strategy.
In Chapter 4, we describe our experimental setup and devices. In Chapter 5, we report
measurement results of high-quality transmons and resonators. In Chapter 6, we pro-
pose and demonstrate the microwave-activated controlled-Z gate using the fixed-frequency
transmon coupler. In Chapter 7, we propose and demonstrate the microwave-activated
conditional displacement gate implementation using a flux-biased SNAIL. In Chapter 8§,
we summarize our results and discuss prospects.



Chapter 2

Circuit quantum electrodynamics

The fundamental procedure in circuit-Quantum Electrodynamics (circuit-QED) experi-
ments is designing a circuit that exhibits quantum behavior and then fabricating and
measuring the circuit based on that design. In this cycle, circuit quantization bridges
the gap between circuit symbols depicted in a blueprint and a Hamiltonian that contains
information about the circuit’s quantum behavior.

This chapter summarizes the procedure for deriving a Hamiltonian from a schematic.
Then, based on the obtained Hamiltonians, we introduce some essential experimental
techniques for conducting circuit-QED experiments.

2.1 Circuit elements

We first introduce superconducting quantum circuit elements constituting circuits treated
in this thesis. In principle, circuits are represented using branches and two nodes. As
shown in Fig. , a circuit element consists of two nodes (N;, N;11) and a branch. The
branch has a direction, where the direction of a current (I,(t)) or a magnetic flux (®,(t))
is taken as reference and the direction of N; — N, is positive. Note that the direction
of the voltage (V;(¢)) is opposite to the current.

The electromagnetic behavior of an element is expressed by its magnetic flux ®,(¢) and
charge Qy(t). From Faraday’s law, an electromotive force is induced by the time variation
of the magnetic flux, and there is the following relationship between the magnetic flux

and voltage of an element,

V(t) = (1) 2.1)

Assuming ®,(—o0) = 0 is the initial condition, the magnetic field at a certain time can

Brapch e
e I 4 i
ZCH I B S
\ ; Op(t)
4 ¢
\_ Capacitance Inductance  Joesephson junction
Ni+1

Figure 2.1: Definition of general circuit element and circuit element symbols to be covered
in this chapter.
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be expressed from the above equation as follows

t
Dy(t) = / Vi(T)dr. (2.2)
For the charge stored in an element, charge conservation law states that the difference
in charge passing in and out through each node per unit of time must be equal to the
current, and the following relationship holds

(1) = Q). (2.3)

Collecting energy stored in circuit elements is the front door to get a quantum Hamil-
tonian of a circuit. To do so, we first determine the energy the linear capacitance and
inductance elements hold. Since the energy of capacitance C' with voltage V applied is

E = 1CV?, it can be expressed as follows

2
C(d ey
Ec(t)=—(=®(t)) ==9° 2.4
o) = 5 (F20) =5 (2.4)
where Eq. (2.1)) is used. The energy of inductance L with current [ is F = %L[ 2 and
expressed by the following equation

Ey(t) = SI(t)* = 5 ®(t)* (2.5)

where ®(¢t) = LI(t) and Eq. are used.

Next, we introduce the Josephson junction, a key element in superconducting quantum
circuits. The Josephson junction [6] consists of weakly coupled two superconductors sepa-
rated by an insulator (S/I/S junction). For superconducting qubits, as shown in Fig. [2.2]
the S/I/S structure of aluminum-aluminum oxide-aluminum (Al/AlO,/Al) is currently
the mainstream. From the Ginzburg-Landau theory, the state of each superconductor
can be represented by the order parameter ¢pe %+, and a phase difference is § = 6, — 6,
between the two superconductors separated by the oxide film. When a wire connects the
two ends of the Josephson junction, a current flows depending on the phase difference
even if no voltage is applied, which is represented as follows

I = Iysiné. (2.6)

This is called the DC Josephson effect. Here, [y is called the critical current. When a
current above I flows the Josephson junction, it deviates from the Eq. and resistance
appears, or hysteresis is observed in the vicinity of [y. On the other hand, when an external
circuit is connected to the Josephson junction to change the phase difference in time, a
voltage difference is induced at both ends of the Josephson junction, as expressed by the

following equation.
_ hodb

= 2_6%.
This is called the AC Josephson effect. Assuming that the current flowing through the
junction is less than Iy and the voltage across the junction is V', the energy stored in a
Josephson junction can be expressed as follows

¢ ¢
EJJ(t):/ I(T)V(T)dT:/ Msineﬁdﬂ

oo o 26 dr
= E;(1 — cosb), (2.8)

(2.7)

where FEj is called the Josephson energy and Ej; = Iz‘)—eh
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woe—iea ]
Al
AlO, - >< T
AI woe_ieb l

Figure 2.2: Schematic of Josephson junction (left). The junction has parallel capacitance
due to the structure of the oxide layer sandwiched between the superconductors (center).
The schematic diagram of a Josephson junction with capacitance is often used, as shown
in the symbol (right).

2.2 Kirchhoff’s current and voltage law

To investigate the time evolution of the current and stored charge in each element of a
given circuit, it is sufficient to obtain circuit equations for the circuit, which correspond to
the equations of motion in classical mechanics. Kirchhoff’s current and voltage laws (KCL
and KVL) are the main tools for obtaining these equations. This section will explain how
these laws are expressed for arbitrary circuits composed of the elements introduced in
Fig. 2.1]

First, as shown in Fig. [2.3(a), considering the current conservation law for a certain
node N;, the sum of the current flowing in and out at a certain time t must be equal, and
the following relationship holds for these currents

> L) =0 (2.9)

ke{ab,c,... }

This is Kirchhoff’s current law, which corresponds to the circuit equation for the node
N;.

We next consider a closed loop shown in Fig. [2.3|b). A magnetic field, denoted by the
flux density @, is applied to this loop. By applying Maxwell-Faraday’s law Vx E = —%—?
to this loop and integrating both sides with the area S, we obtain the following equation

[ [ B0 as— [ [2580 4, 210

where [ is the coordinate defined on the loop. E(t,1) and B(t,l) are the electric and
magnetic fields of each branch, respectively. From Stokes’ theorem, we can rewrite the

left-hand side of Eq. (2.10)) as follows

V x E(t,0)-ds= ¢ E(t1)-dl. (2.11)
/] 7

Since the right-hand side of this equation corresponds to a summation of the voltage along
with the loop, we can obtain the following equation

%E(t,lydl: > T, (2.12)

keloopm
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(b)

Figure 2.3: (a) Example of a node (N;) to which KCL is applied. Currents I,(t), I,(t),
and I.(t) flow out or in, respectively, according to the arrows. (b) Example of a loop
to which KVL is applied. A closed loop,, is formed by several circuit elements and is
penetrated by an external magnetic flux ®e,;. C and S are the line-integral path and the
area-integral region, respectively.

Additionally, by performing area integration on the right-hand side of Eq. (2.10]), we obtain

the following equation
0B(t,1) 0
= —— D (t). 2.13
/ / 57 Dext (1) (2.13)

Using Egs. (2.12)) and (2.13]), we obtain KVL as follows

> FV) = —%(I)ext(t). (2.14)

k€loopm

Also, in terms of the flux variables, we have the following equation

D EO(E) = Pewi(t) + A (2.15)

k€E€loopm

Furthermore, considering the loop consists of the superconducting material, the integra-
tion constant is limited as follows

D EO(E) — Pewi(t) = Ny, (2.16)

where &5 = h is the magnetic flux quantum. This equation expresses a set of holonomic
constraints for the generalized coordinates when finding a circuit Lagrangian with minimal
dynamical variables. Hereafter, the time dependence of circuit variables such as ®(¢), I(t)
and V(t) will be omitted and written as ®, I and V.

2.3 Circuit quantization

2.3.1 LC resonator

First, we consider the circuit quantization of an LC resonator shown in Fig.[2.4 Applying
KCL to the node Ni, we obtain a circuit equation as follows

d, .
—+C%, =0, (2.17)
L

where KVL, &, — &, = 0, is used. There are correspondences between F' and —®,/L,

and ma and C®, when compared with the equation of motion F = ma. Furthermore,
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Figure 2.4: Circuit schematics of an LC resonator, which consists of two nodes (Ng, V1),
a capacitance branch (C, ®,), and an inductance branch (L, ®p).

the work done by the force —®, /L is found to be path-independent and conservative and
can be regarded as the motion of a particle of mass C' in a potential U, which is given by

D, (I)2
U= —/ Fd®' = . (2.18)
0

The kinetic energy is %@3 and the Lagrangian is found to be

C P2
=T —-U=——
fro = U=3 2L

Substituting Eq. (2.19) to Euler-Lagrange equation, Eq. (2.17) will be reproduced. From
the Legendre transformation

(2.19)

oL
H=S Z4 L, 2.20
> 2% o
we can obtain the classical Hamiltonian of the LC resonator as follows
QQ
= — 4+ — 2.21
Hic 5C + (2.21)

Here, Q) = % = O, and ®, = ®. To obtain a quantum Hamiltonian, we introduce

non-commuting magnetic flux and charge operators and rewrite the classical one as follows

d— P, (2.22)
Q— Q, (2.23)
= [®, Q]. (2.24)

Finally, we obtain the quantum Hamiltonian of the LC resonator

« Q2
— 2.25
Hic = 50 + (2.25)
Furthermore, from the harmonic oscillator analogy, the magnetic flux and charge operators

can be rewritten using the creation and annihilation operators as follows

A hwC h
Q=1/= (@' +a) = i(d* +a), (2.26)
. h hZz
= ot —a) =iy —(al — a 2.2
where Z = /L/C' is used. Substituting Eqs. (2.26]) and ( - we can rewrite Eq. (2.25 -

as follows

A 1
Hic = hw(ﬁ -+ 5) (2.28)
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........

(@) (b) (c)

. .

| 1ooumis 100pm

(d) (e) g0

Figure 2.5: (a-c) Sample images of a Cooper-pair box (CPB) , a single-end trans-
mon (Xmon) [§], and a floating transmon, respectively. (d) Simplified equivalent circuit
schematics of the CPB and single-end transmon. The Josephson junction (JJ) is directly
connected to the ground and shunted by the capacitor (Cs). (e) Simplified equivalent
circuit schematics of the floating transmon. JJ is floating and shunted by Cs. Each
rectangle electrode also has capacitance to the ground (Cyo, Cy1). In addition, branch
fluxes (@, - -+, ®,41) are assigned to branches in each schematic.

2.3.2 Cooper-pair box and transmon

Charge qubit, so-called Cooper-pair box (CPB) shown in Fig. [2.5a), is one type of the
earliest superconducting qubit realized by the NEC group in 1999 . At that time,
the coherence time of CPBs was very short, around 1 ns. Still, several years after this
invention, a transmon-type superconducting qubit (transmon) shown in Fig. [2.5(b,c) was
proposed , which could have a longer lifetime by changing design parameters and has
been used to today.

First, we consider the CPB or single-end transmon circuit shown in Fig. [2.5(d). By
collecting kinetic and potential energies, we obtain the following Lagrangian

Cs -
ﬁCPB = 7@2 + EJ COSs ((I)/(bo), (229)

where the KVL of &, = &, = ® is used, and we ignore the constant in the potential energy
of the Josephson junction in Eq. (2.8)). Note that, the phase of the superconductor ¢ and
the magnetic flux ® are related through the following equation obtained from Egs. (2.1

and (2.7): .
o= 2—€¢ = Po@- (2.30)

Here, ¢ = ®o/27 is called the reduced magnetic flux quantum. Applying the Legendre
transformation to this equation, we obtain the classical Hamiltonian of the circuit

Csdi
2

where ¢ = ®/¢g is used. Using Eq. (2.1), we now introduce a generalized variable nor-
malized by the charge of the Cooper pair

@
2e

Hepp = QZ.52 + Ejcos ¢, (2.31)

cs, .
= 2= T, (2.32)
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Substituting this equation to Eq. (2.31)), we obtain the equation as follows
Hepp = 4Ec, N? — E;cos ¢, (2.33)

2 . . .
where E¢, = 2%3 is the charging energy of the shunt capacitor.
Before going to a quantum Hamiltonian, we examine a similar circuit shown in Fig. [2.5(e).
We can obtain the following Lagrangian by collecting kinetic and potential energies:

»CFT _ s¢0 gO¢0 gl ¢0

P2 + gbgo + —— (bgl + Ejcos ¢y. (2.34)

Using the KVL, we can rewrite this equation as follows

2 2
Lop — Cs2¢0 ¢2 + Cg;¢0 ¢£2]0 gl(b()( ¢ + ¢g0> + Ej cos ¢. (235)

Here, ®,/¢9 = ®y/¢po = ¢. In this Hamiltonian, the generalized coordinate ¢4 is a
cyclic coordinate, meaning that its derivative ¢4, is the only component included in the

Lagrangian, i.e., %ﬁ% = 0. As a result, the Euler-Lagrange equation
doL oL
———=—,(j=12,... 2.36
leads to the following relation for the generalized momentum
oL :
8@25FT = gbo{( 0 + C'gl)gbgo glgb} = A(constant). (2.37)
g0

Solving this equation for égo and substituting it into Eq. (2.35) yields the following La-
grangian
C'éh x
¢+ Ejcos ¢+
2 ! 203(Cgo + Cg1)’

where C" = C + CyCy1/(Cyo + Cy1). Therefore, we can decouple the dynamics of ¢y
from the system of interest. Henceforth, we ignore the last constant term. Applying the
Legendre transformation, we obtain the classical Hamiltonian for the floating transmon

Lpr = (2.38)

Hyr = AEN"? — E; cos ¢, (2.39)
where N/ = - aggT and EC/ = 2.
From here, we use Eq. (2.33) for the following discussion. Depending on the situation, one
can apply similar discussions by replacing E¢ with Ej.. We introduce the non-commuting
phase and number operators and rewrite the classical one as follows

Finally, we can derive the same form as in Eq. (2.33] -

¢ — ¢, (2.40)
N — N, (2.41)
i =[¢, NJ. (2.42)

Then, we obtain the quantum charge qubit Hamiltonian
Hoq = 4EcN? — Ej cos ¢ (2.43)

So far, we have not considered the DC gate voltage in Fig. [2.5(a). This effect can be
understood as the Cooper pair difference depending on the voltage, and the Hamiltonian
is rewritten as follows [7]

Hoq = 4Ec(N — N,)* = Ej cos ¢, (2.44)
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where NN, represents the number of Cooper pairs induced by the gate voltage. For the
numerical calculations, we introduce the following operators in the charge basis represen-
tation [9]:

N = i NINXN]|, (2.45)
cos = %N;i (INYN + 1|+ [N + 1XN]). (2.46)

Truncating the dimension of the Hilbert space for numerical calculations, the above op-
erators can be written in the following matrix representations

—n

N—N-= : (2.47)

cosp — P = (2.48)

N =

1

where the Hilbert space dimension is 2n + 1. Regarding computational cost, using a
discrete-valued charge basis is preferable to a continuous-valued phase basis. In this thesis,
the charge basis is mainly used. However, if one desires to compute the wavefunction in
phase space, the following equation

o0

@)=Y eMIN) (2.49)

N=—00

gives phase-basis wavefunctions. Using Egs. (2.44)), (2.47)), and (2.48)), we obtain the fol-

lowing charge qubit Hamiltonian as follows
Hoq = 4Eo(N — N,1)* — E,P. (2.50)

Here, I represents the identity operator. The energy spectrum of the charge qubit is calcu-
lated by numerically diagonalizing the Hamiltonian. Fig.[2.6] shows the results, obtained
by changing E- while keeping E; = 15 GHz. Usually, the two lowest energy levels are
used as a qubit, whereas Fig.[2.6(a) shows that the first excited state energy changes with
the charge bias when E;/FE¢ is small. This frequency tunability acts as a path of charge
noise propagation channel and decreases a phase coherence time T5. Increasing a ratio
E;/E¢, the dephasing induced by the charge noise can be suppressed according to the

following equation [7]
1 2F
Ty ~ X exp \/—J : (2.51)
V[ Ee

where 4 fZ, is the variance of the frequency difference between the ground and first excited
states of the charge qubit, and this is the main reason for the poor performance of the
early charge qubits. In addition, Eq. shows that increasing F;/Es exponentially
increases the phase coherence time, and a charge qubit designed in this regime is called
the transmon |[7], and typical E,;/E¢ is 40-70.
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Figure 2.6: (a) Offset charge-dependent spectrum of charge qubits, and E¢ is swept from
left to right as 3.0, 1.0, and 0.3 GHz with fixed E; = 15 GHz. (b) Eigenvalues (dashed
holizontal lines) and real part of wavefunctions (colord solid lines) in the phase basis
representation at N, = 0. The black solid line shows the cosine potential of the Josephson
junction with £; = 15 GHz. The inline numbers are the eigenvalue numbers in ascending
order of energy.

~

In the transmon regime, as shown in Fig.[2.6(b), ¢ is well localized around the potential
minima for the lower eigenstates, and thanks to this localization, the Taylor expansion of
Eq. (2.43) for ¢ becomes a good approximation of the original one as follows

~ N Eq - Eq -
Hoq ~ 4EcN? + 7"¢2 - 2—i¢4, (2.52)

where we consider up to the fourth-order terms. Limited to the case of small excitation
numbers, ¢ can be regarded as an operator with continuous rather than periodic real
eigenvalues and can be further rewritten using the creation and annihilation operators as
follows

A ein Esa N4
tq = VBEGE,bh — 1—20(bT + b) , (2.53)
~ hwgh'h — TCbTbTbb, (2.54)

where hw, = 8FEcFE; — Ec. For the second line, the rotating-wave approximation is
used, and we introduced the following equations

i/ E;\* _—
N 5(@) (b—b), (2.55)

- 2B\
¢ (E—J> (b*+b). (2.56)

2.3.3 Cubic transmon

Cubic transmon shown in Fig. (a) is one of the superconducting qubits proposed and
experimentally demonstrated by Noguchi et al. in 2019 [10], which replaced the Josephson
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junction of the ordinary transmon with the SNAIL shown in Fig. (b) In this thesis, the
cubic transmon is an important element for implementing a qubit-conditional operation
for a resonator. Thus, we introduce a Hamiltonian model of the floating type cubic
transmon. Similar to the floating type transmon, collecting the energy of each branch
shown in Fig. (C), the circuit Lagrangian can be written as follows
. C
ECT:%(I)% Ozqu)z zjg

Cgl 2 092 52 CgS 2
Ty Pty et P

+ Ej1cos (P1/¢o) + E g cos (Py/do) + Eyscos (Ps/po). (2.57)

Applying KVL to the three loops labeled 1 to 3 shown in Fig. (c), we can rewrite the
above equation as follows

Lor = C0gn y Gty Ondi(y, _5)’

gl% (le + %2) gZ% ngg + g3¢0 <¢2 + ¢g2)
+ EJl cos ¢ + Eyo cos ¢y —|— E 3 cos (qbl — g — Oe), (2.58)
where ®;/¢0 = ¢;, 1 € (1,2,3,91,92,93) and Pey/Pp9 = ¢ are used. Following the
same approach as the floating transmon, we can decouple the cyclic coordinate ¢,4o from

the system dynamics and obtain the following classical Hamiltonian by the Legendre
transformation

(I):s

Hor = 4B, NE + 4E¢, N2 + 8E¢,, N1 N,
— Ej1cos¢r — Ejpc08 ¢y — Ey3c08 (01 — 2 — ¢e). (2.59)

In general, E¢,, Ec,, and E¢,, have complicated expressions. Assuming Cj3 = C'j5 and
Cyo = Cy1, we can simplify E¢,, E¢,, and E¢,, as follows

62

205 + CJQ + Cgl’
B e? (205091 + 05093 + 20]2091 + CJQOgg + 031 + 091093)
e (2Cs + Cra+ Cy1)(2C12CH + CraCys + Cy1Clys)

Ec, = 2E¢,, = (2.60)

(2.61)

These equations are instructive when we design a cubic transmon. We also introduce the
non-commuting phase and number operators and rewrite the classical ones as follows

b1 — o, (2.62)
by — o, (2.63)
Ny — Ny, (2.64)
Ny — Ny, (2.65)
i = [, N, (2.66)
i = [(2327 Nz]- (2.67)

Then, we obtain the quantum cubic transmon Hamiltonian
7‘A[CT = 4EC1N12 + 4E02N22 + SECIQNlNQ
— E 1 cos él — Eja cos <52 — B3 cos <¢21 - ¢22 - ¢e>- (2.68)
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200 pm.-*
l’ %

loop:
loop-»

loops

S4800 5.0kV 8 2mm x1.80k SE(M)

Figure 2.7: (a) Optical image of a cubic transmon. In contrast to the literature , the
floating type is used here. (b) Scanning electron micrograph of the SNAIL. (¢) Equivalent
circuit schematics of the floating cubic transmon. The SNAIL is floating and shunted
by Cs, including a junction capacitance C'j; (not shown). Rectangle electrodes and an
island between two Josephson junctions have capacitances to the ground (Cyi, Cyo, Cys).
In addition, branch fluxes (®4,---, ®43) are assigned to branches in each schematic. For
loops that include a Josephson junction and do not include a capacitor to the ground,
KVL has already been applied to reduce the number of variables. In contrast, for the
three loops labeled 1 to 3, KVL has not yet been applied. & indicates the applied
external magnetic flux density.

40
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Figure 2.8: (a) Eigen energies of the cubic transmon depending on the external magnetic
field via ¢.. The inline numbers are the eigenvalue numbers from the lowest energy
to the highest. We set n1o = 10, £y = 14 GHz, Ejy = Ej3 = 2.5 x 14 GHz, and
Ec, = (0.2, 3, 0.2) GHz for i = (1,2, 12).
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As in the case of the transmon, the behavior of the energy spectrum is calculated
numerically by solving the following Hamiltonian

Hor = 4Ec, N> @1, — EnPi @1,
+4Fc, I @ N2 — Ejl, @ Py
+ 8E012N1 ® NQ - EJ3 COsS (_¢6)P1 & P; (269)

Here, I, and I, are the identity operators in each subspace. The example of diagonalization
results is shown in Fig.2.8l Next, Fig.[2.9]shows the behavior of the wave function in each
representation under the external magnetic flux ¢. = 0.2 as an example. The function
shapes for the lowest three energy states are similar to those of the transmon along the
tilted axis 2¢o = ¢1 — ¢.. Therefore, a one-dimensional approximation along this axis is
valid for the low-energy subspace, and the constraint of 2¢o = ¢; — ¢, is called the single-
flux approximation [10, |11]. Under this approximation, the potential form in Eq.
is rewritten as follows

USNAIL(lea ¢e) = —E 1 cos le — 2ak/;; cos <¢1 ; ¢e> ; (2.70)

where we assume Ejy = Ej3, a = Ej3/Ej. Suppose the environment is cool enough
compared to the first excited state energy of the cubic transmon. The cubic transmon
state should be around the potential minima under a static magnetic field, and the phase
that gives the potential minima is obtained by solving the following equation

dUsnarL
doy

— 0. (2.71)
¢min

Therefore, we redefine the phase operator as the displacement from the minima of the
SNAIL potential as follows

01 = b1 — Guin. (2.72)

This new operator satisfies the same commutation relation as the original operator:
(61, N1] = [01, Ny = i. (2.73)

Applying Taylor expansion to the SNAIL potential, we obtain the effective cubic transmon
Hamiltonian as follows

ﬁ/CT = 4E01 Nl —+ 628% —+ 038? —+ 048% —+ O((gir)), (274)

where ¢, is the Taylor coefficient and calculated as follows

d"U
Cp = % (2.75)
d¢1 ¢nxin:¢e
As in the case of transmon, we introduce the following transformations
1( ¢ 1/4

Ny = Nigyr (0 =) = 2 (=) (" =) 2.76
= Nio (2 , (2.76)

. . EN\YY, .
51 = 610t (b* - b) - ( Cl) (bT +b), (2.77)

Ca
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Figure 2.9: Wave functions in the charge (a) and phase (b) basis with ¢, = 27 x 0.2 for
the lowest three energy states. The red dashed lines show the condition of 2¢5 = ¢1 — @..

and the effective Hamiltonian is further rewritten as follows

~ PO ~ A\ 3 ~ N 4
H = V/I6E,eabh + 38?1 (61 4+ 5) + cadl e (B +5) (2.78)
Apa ~ A\ 3 N N 4
— hworbth + g5 (b* + b) + o (b* n b) . (2.79)

This Hamiltonian well characterizes the cubic transmon. When subjected to microwave
irradiation, the second term in the equation represents the origin of the second-order
nonlinearity. On the other hand, the third term represents the third-order nonlinearity,
which enables the cubic transmon to function as a qubit by generating a self-Kerr effect.

2.3.4 Composite system : Transmon + LC resonator

The transmon-resonator composite system illustrated in Fig. [2.10] is indispensable in
circuit-QED experiments. In this context, we will derive the quantum Hamiltonian of
the system. As usual, the Lagrangian is obtained by collecting the energy of the circuit
as follows

C+Cy.y Cs+Chy . i
Lro =5 & + =85 — Crabiby — o + B cos (®2/). (2.80)

The generalized momentums are as follows

Q1 = (C + Cpp) 1 — Cra®s, (2.81)
Q2 = (Cs + Cha)®y — Cro®y. (2.82)

Using them and Legendre transformation, we obtain the following Hamiltonian

2 @2 2
Hrq = sor + =+ + —= — Ejcos (P2/dg) + Qg%,
g

(2.83)
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»

e

Figure 2.10: Composite system schematic of single-end transmon and LC resonator, ca-
pacitively coupled through Ci5. Branch fluxes (®;, ®o, ®3) are assigned to branches, and
KVL has already been applied for two loops to reduce the number of variables.

where

C(1 + C1o/Cs + Ci/C)

C. = : 2.84
1 + 012/03 ( )
Cs(1+ C12/Cs + C12/C)
_ 2.
Cy 1+ Cp/C ’ (2.:85)
CCs(1 4 Cha/Cs + Cha/C
C, = S 1(2]/12 s+ Ciz/C). (2.86)

Following the quantization procedures of the LLC resonator and single-end transmon, we
can rewrite Eq. (2.83]) and obtain the quantum Hamiltonian as follows

20 2L Cg (2.87)

Based on the previous discussions, we can approximate this Hamiltonian using the creation-
annihilation operators as follows

~

A A Ernininn ~
Hrq ~ hwpala + hw,b'h — TCbTb*bb +ihg(at + a) (bt — b). (2.88)

Here, the last term denotes capacitive coupling

- E ()" s

where Z, = \/L/C, and E¢, = €*/2C,. Furthermore, the rotating-wave approxima-
tion and the two-level approximation for the transmon result in the following Jaynes-
Cummings Hamiltonian

A hiw
Hic = hwpdla — Tq&z +ihg(at6™ —ao™). (2.90)

2.4 Basics of quantum control

This section describes the basic quantum control techniques in circuit-QED systems based
on the Hamiltonians derived in the previous section.
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2.4.1 Microwave driven single-qubit gate

Microwave pulses are generally used to control the state of superconducting qubits, in-
cluding the transmon. The superconducting qubit must be coupled to an external circuit
to irradiate microwave pulses to a qubit. The drive term through the external circuit is
modeled as follows [See Appendix.

R [ .
i, — 2<><bT€—Z(wt+¢) +bez<wt+¢>>>, (2.91)

where w, Q(t), and ¢ represent the microwave drive frequency, the time-varying amplitude,
and the phase, respectively. Therefore, from Eq. (2.54), the driven transmon is modeled
as follows

s/ =, + 616

n Q(t) <i)16—i(wt+¢) + Bei(wt+¢)> (2.92)
2 ’ '
where a« = —E¢/h. Performing the rotating frame transformation with R = e~iwtht and

the two-level approximation, we obtain the following simplified Hamiltonian

ﬁsys/h . @ (5’4_67@ + &_ei¢)

Ot Q(t
= ﬁ&x cos ¢ — L&y sin @. (2.93)
2 2
With the above Hamiltonian, a solution of the Schrédinger equation is following
. 4T,
U(t,t +T,) =exp {—25 / Q(7)(6,cosp — Gy sing) +dr|. (2.94)
t
Here, ¢ = 0 (7/2) corresponds to the x(y)-axis rotation on the Bloch sphere.

2.4.2 Dispersive readout

The state readout of a superconducting qubit is performed by irradiating a microwave
pulse to a resonator coupled to the superconducting qubit and measuring the phase shift
of the reflected microwave pulse; this readout method is called dispersive readout. To
understand the dynamics of the dispersive readout, we first derive the effective dispersive
Hamiltonian from the Eq. . For subsequent calculations, we rewrite this equation in
an explicit form using the Fock basis of the transmon as follows

H/h=wdla+ > waln)Xnl+ ) gnnsr (@fn)n + 1] + aln + 1)n]), (2.95)
n k
8 13

where w, = wyn + §n(n — 1), a« = —E¢, and g, n41 = gvn + 1 are used. To obtain the
diagonalized form, we perform the Schrieffer-Wolff transformation [See Appendix. [A.5].
Using the first line of Eq. (A.15]), S; is calculated as follows

S1=1) Apmgr (@' |n)n + 1] + aln + 1)(n]), (2.96)
n=0
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where A\, 11 = Gnnt1/(Dpni1+a) and A, 01 = Wy —wy,—w,. Using the above equation,
the first and second line of Eq. (A.15]), we obtain the effective dispersive Hamiltonian valid
up to the second order of |g/(w, — w;)| as follows

e/ = iy + L[5,V

~weifa+ > waln)n] + Y Xnaraln + 10+ 1] = xo1a'aloy0|

n=0

+ Z(Xn—l,n - Xn,n+1)dT&|n><n| (297)

n=1

In the last line, two-photon transition terms are ignored, and X, ,+1 = gfm I YAy
Then, applying the two-level approximation, we obtain the familiar form of the dispersive
Hamiltonian

A~ w/
Hyiop/h = (W + x6.)aTa — 7‘10 (2.98)
Introducing A = w, — w,, each of the above variables can be written as follows

2

/ g
—w, - 2.
Wy =Wy = (2.99)
e
W; = Wy + Z, (2100)
2
Jate’
= 2.101
X=TAL T ) (2.101)

Here, the first and second lines are the (first-order) Lamb-shifted resonator and transmon
frequencies, and the last is the so-called dispersive shift. The first term of Eq. shows
that the resonance frequency of the resonator changes depending on the state of the qubit.
In the dispersive readout scheme, the qubit state can be determined by measuring the
phase change of the reflected pulse due to this frequency shift. Moreover, the effective
Hamiltonian is valid in the 1 > |g/A| regime. Still, the actual interaction between
the resonator and the transmon depends on the number of photons in the resonator
through ¢,y = v/ng. The critical photon number can be calculated using the equation

below
A2

crit — o - 2.102
Teerit 492 ( )

It is the number of photons inside the resonator when the detuning between the resonator
and the transmon equals twice the coupling constant 24/ng. When you start experiments,
this formula helps you make a good initial guess of the readout power. Ignoring dissipa-
tion, according to input-output theory [12], the average photon number of the single-sided
resonator is:
4 P

(n) = ’i_ea
The resonator is connected to the one-dimensional waveguide via coupling strength ..
The resonator is coherently driven by a microwave tone with frequency w and power P.
Using these equations, we obtain the critical readout power as follows

(2.103)

KeA?

Pcri = T 5 T
' 16¢2

(2.104)



Chapter 3

Superconducting circuit design

This chapter describes design and fabrication methods for superconducting circuits. The
fabrication flow of the superconducting circuits you will measure is summarized in the
following steps:

1. Find an abstract Hamiltonian of your circuits and determine theoretical values of
linear elements and Josephson junctions giving desired behavior.

2. Draw a design CAD of the circuit, realizing the parameters determined in step 1
through iterative numerical simulations using a finite-element electromagnetic sim-

ulator such as COMSOL.

3. Let’s go to the clean room and fabricate it.

3.1 Circuit design and parameter estimation

This section summarizes useful formulas for designing superconducting circuits and nu-
merical simulation methods for obtaining Hamiltonian parameters from blueprints.

3.1.1 CPW resonator design

Readout resonators are often implemented as CPW resonators, important components of
superconducting microwave circuits. These resonators reduce cross-talk by concentrating
most of the electromagnetic field between the center conductor and nearby ground. In
particular, the A\ /4 CPW resonator is used in many situations thanks to its shorter length,
and the resonant frequency is given by the following equation [13]

wo = 271'%, (3.1)
1

- =TT (3:2)

Uph

where c and [ are the speed of light in vacuum and the length of the resonator, respectively.
C, and L, are the capacitance and inductance per unit length of CPW. The second line
represents the effective phase velocity of CPW in the situation shown in Fig. [3.1] and it

19
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Figure 3.1: Geometry of the typical coplanar-waveguide.
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can be obtained using the following formulas

Eof = 1 +q(e, — 1), (3.3)
)
9= Ko L K0 (3.4)
K(k) T K(R)
tanh (==
LLLIC:) K =VIi— R, (3.5)
tanh (—”(THM) )
tanh ()
ki = ﬂ(ﬁ;m VK =4/1— k2, (3.6)
tanh(w)

where K (k) is the complete elliptic integral of the first kind. Then, the unit capacitance
and inductance are given by

K(ky) | K(k)
C, = 26066&(}((14;1) + K(k;’))’ (3.7)
La = K(kﬁO/QK( )’ (38)

k
INCARINNCD)

and the characteristic impedance of CPW is Z, = /L,/C,. Using these equations,
the initial guess of the resonator length can be determined analytically. Since there are
parasitic capacitances due to bending the CPW, fine-tuning is required to achieve the
desired frequency.

The CPW resonator is usually modeled as a distributed element circuit, complicating
circuit quantization. Therefore, we introduce the relationship between the A/4 CPW
resonator and a parallel LCR resonator by comparing the input impedances as shown in
Fig. 3.2l The input impedance of the CPW resonator near the resonance frequency can
be written as

ZCPW _ 1 —itan(al) cot(51)

O tan(al) — cot(Bl) (3.9)

where a + if = 7 is a complex propagation constant of the CPW. Considering near the
resonance frequency w = wg + Aw, this is approximated as follows

Z,
ZEPW 0 3.10
n al + irAw /2wy’ (310)
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Figure 3.2: (a) Simplified circuit of A\/4 CPW resonator. (b) Circuit schematics of the
parallel LCR resonator.

where = w/vpn. On the other hand, the input impedance of the parallel LCR resonator
near the resonance frequency is

1
ZLCR . 3.11
in 1/R 4+ 2iAwC (3.11)

Comparing them, the following equations are obtained

Zo
= — A2
™
= 1
T (3.13)
1
L=——. 14

From now on, the circuit will include the CPW resonators based on these equations.

3.1.2 Josephson junction design

To design a transmon, it is necessary to decide the geometrical parameters of the Joseph-
son junction and the parallel shunt capacitor. First, we explain how to design a Josephson
junction. The following equation connects E; in the Hamiltonian and geometric param-
eters of a Josephson junction:

_RAT), (AT)
I. = el tanh (2/{:BT : (3.15)
h
Ey=—1I 1
J % cs (3 6)

where [ is the critical current, A(T") is the superconducting energy gap, e is the electron

charge, R, is the normal resistance of a junction, kg is the Boltzmann constant, and

T is the temperature. This equation is called Ambegaokar-Baratoft’s equation [14], an

important equation for circuit design. In this thesis, aluminum Josephson junctions are

used, and the ambient temperature is sufficiently lower than the superconducting transi-
A(T)

tion temperature of aluminum to allow tanh (m) ~ 1. The superconducting gap A at

absolute zero temperature can be calculated by measuring the transition temperature 7,
of the deposited aluminum thin film through the following equation |15]

A

= 1.764. 3.17
T (3.17)

Since the superconducting transition temperature of thin aluminum films is about 1.2 K,
we use A(0) = 180 peV in this thesis. Eq. (3.15) shows that the room temperature
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Figure 3.3: (a) Top view of a Dolan bridge mask pattern. (b) Cross-sectional view along

the black dashed line in (a).

resistance of a Josephson junction can control the Josephson energy. Therefore, the area
of a Josephson junction is a main design parameter.

Josephson junctions are typically fabricated by the shadow evaporation technique.
First, we explain the Dolan bridge method. Thanks to a bridge of width g shown in
Fig. B.3(a), it is possible to fabricate a Josephson junction with an area of d x w, as
shown in Fig. [3.3(a) and (b). Assuming 6; = 65, the overlapping length of d is calculated
by the following equation

(3.18)

g 2ytanf — g, if z —ztanf <d
B z —xtanf, otherwise.

The Dolan method is more flexible than the Manhattan method, which will be introduced
later, and is better suited for making complicated junction shapes.

However, the bridge part of the Dolan method is mechanically weak, and the Manhat-
tan method has recently been used to resolve this problem. This method allows selective
deposition thanks to the shadow of resist sidewalls, as shown in Figs. [3.4(a—). Under
this situation, the size of a Josephson junction is d x w, and assuming ¢, = 65 again,
the height of a sidewall, = + y, and a width of a mask, w(d), must satisfy the following
conditions

w,d < (z+y)tan6. (3.19)

One problem common to the Dolan and Manhattan methods is that milling causes damage
to the substrate surface below Josephson junctions. The damaged substrate surface forms
dangling bonds, which could be a host of impurity TLS and a source of decoherence of
superconducting qubits. To avoid this problem, a method called in-situ bandage [16] has
been developed. This method prevents milling of the substrate surface below Josephson
junctions as shown in Figs. (d,e). When using the in-situ bandage method, the design
parameters have a stricter limitation as follows

Ty
V2tan6’

Depending on requirements, Josephson junctions can be fabricated by the methods
described above. Generally speaking, the Dolan method has more design flexibility, mak-
ing it suitable for fabricating complex junction arrays and multiple junctions with large
area ratios. On the other hand, the Manhattan method is less dependent on the depo-
sition angle of the junction size and is mechanically more robust, making it suitable for
large-scale integration.

w,d < (3.20)
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Figure 3.4: (a) Top view of the Manhattan-type resist mask pattern. (b) Cross-sectional
view along the black dashed line in (a). (c) Sketch of the resulting Josephson junction
after evaporation. (d) Sketch of the Manhattan-type resist mask pattern with the in-situ
bandage (green). (e) Scanning electron micrograph of the Josephson junction after resist
removal.

The next step is to investigate the mapping between the area of the Josephson junction
and the room temperature resistance; an example of the results is shown in Fig. 3.5, The
measured resistances are well-fitted by the following function

a

where a, b, and x are fitting constants and a sweeping parameter of a Josephson junction
size, respectively. Moreover, the fitting constant b is considered to be an offset due to
the sidewalls of the first layer of the Josephson junction itself, and v/bg ~ 100 nm is
consistent with the thickness of the Josephson junction, which is also about 100 nm. The
conditions for the normal resistance of the junction depend on the maintenance status
of the evaporator and the vacuum level, and it is recommended that the conditions be
checked periodically.

(3.21)

3.1.3 Transmon electrodes

Next, we explain how to analytically estimate the electrode design of a transmon based
on the literature . [gnoring the ground plane for simplicity in the layout shown in
Fig. [3.6] the shunt capacitance is estimated by conformal mapping using the following
equations

e +1 ¢gol
Co= "5 Gl (3.22)
_ K(k)
Ck (k) = K5 (3.23)
- % K o=v1—k2, (3.24)
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Figure 3.5: Example of room temperature resistance measurements of Josephson junc-
tions. The black solid line is the fitting result with the function f(z) = 4.

Figure 3.6: Example of the electrode pattern of a transmon. The electrodes of length [
and width b — a are separated by gap 2a.

where ¢, is the relative permittivity of the substrate.
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3.2 Finite-element electromagnetic simulation

At this point, we have determined the initial design parameters of the readout circuit and
the Josephson junction parameters for nonlinear elements such as transmon. Based on
this information, this section explains how to determine the circuit pattern for fabrication
using finite-element electromagnetic simulation.

3.2.1 Transmon linearization

To finalize the design of the transmon, iterative tuning of design parameters for elec-
trodes and Josephson junctions is required. However, it is generally challenging to include
Josephson junctions in finite-element simulators. Therefore, we consider a transmon as
a harmonic oscillator shown in Fig. [3.7(a). At the Hamiltonian level, we consider the
following previously introduced Hamiltonian

A N E - E -
Heg ~ AECN? + —Lg? — =2

4
3.25
g T, (3.25)
and ignoring the fourth and higher order terms, we consider the following linearized
transmon Hamiltonian
R Q2 b2
Hir = — 3.26
U 50w | 2Ly (3.26)
Here, N = Q/Qe, ® = ¢op and L; = ¢2/E; are used, and Ly is called the Josephson
inductance. The eigenfrequency of this Hamiltonian can be obtained from the eigenvalue
analysis of the finite-element simulator as shown in Figs. [3.7(b) and (c). However, the
effective capacitance of Cet includes both the effect of the ground plane and deviations
from the analytical solution. Therefore, we correct this deviation by sweeping the length
[ of the electrodes, and the example of length sweep is shown in Fig. Once the
eigenvalue f. for the transmon mode is obtained from the finite-element electromagnetic
simulation, the capacitance value is calculated from the following equation

1
(2nf)2L;’

and you can finalize the electrode size using these fitting results. Typically, to obtain the
anharmonicity about —200 MHz, 60-80 {F is required when f, is about 5 GHz.

Cut = (3.27)

3.2.2 Coupling strength

A superconducting circuit must combine several circuit elements to achieve its full po-
tential. In an actual circuit pattern, this coupling part has a complicated structure, and
it is challenging to obtain coupling constants analytically. As discussed above, circuits
with Josephson junctions in the transmon regime, i.e., E;/Ec > 1, are treated as an LC
resonator. Thus, as shown in Figs. [3.9(a)—(c), the resonator-resonator (R-R), transmon-
resonator (Q-R), and transmon-transmon (Q-Q) coupled systems can be treated as a
coupled LC resonators shown in Fig. (d) Here, we explain how to obtain coupling
constants from the finite-element electromagnetic simulation results.

We consider the coupled qubits with a coupling constant g and energy difference A as
a starting point. Assuming g < |A|, their eigenstates are hybridized as follows

N )
0,1)=10,1) + =-[1,0
0.1) = 0.1)+ 11.0)

g
=11,0) — =0, 1).
1.0) =110y - Lpo.1)
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Figure 3.7: (a) Transmon linearization. The Josephson junction is replaced with a linear
Josephson inductance. (b) Screenshot of COMSOL GUI, with L; placed as a lumped
element inductor in the area where JJ is located. (¢) Example of the eigenvalue analysis
result showing the electric field distribution. The floating transmon mode appears to be

a differential mode.
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Figure 3.8: Relation between electrode size and capacitance obtained from the finite-
element electromagnetic simulation using COMSOL. The dashed line shows the linear
fitting results. The distance between the electrodes and the ground plane is fixed.
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(a)
L. N °
9RiR; z
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Figure 3.9: (a) CAD pattern of a coupled two CPW resonators system. We can consider
them lossless LC resonators using Egs. (3.13)) and (3.14). (b) CAD pattern of a coupled
CPW resonator and a transmon system. (c¢) CAD pattern of a coupled three transmons
system. (d) Equivalent circuit schematic of a coupled two LC resonators system. The left
(mode 1) and right (mode 2) resonators are capacitively coupled.
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Thus, in a coupled system, the other mode is also weakly excited when one mode is
excited. This can be generalized to the case of coupled LC resonators, and we consider
the following Hamiltonian

S QF 9 Q3 @% Cu A
H= 2
2¢, oL, a0, T aL QlQQ’ (3.28)
~ hwiala + huwsbb + hg(eﬁb + abT), (3.29)

where the rotating wave approximation is used for the second line, and Cy = C1Cy +
C1C12 + CyC4s. In addition, the flux and charge operators are written as follows

@1 =\ g @+ ) =570 +0) = Qs + ) (3.30)

(a' —a) =i/ ——(a' — a) = i®pe1(a" — a), (3.31)

=4/ bF 4+ b) = /= (b + D) = Qupra(bl + b 3.32
Q2 2w2L2( +b) 222( +0) = Qupr2(b" +b), (3.32)
. AwsLy v« hZy ~ o« o

b, = zw/%(zﬁ —b) = i\/TQ(bT —b) = i®,p0 (b — D), (3.33)

where G and b are annihilation operators in the bare basis, and the coupling constant is

012 wlcl w202 012
A/ ”221”2Z2 (3.34)

From Eq. (3.29), applying the following transformation, we obtain the diagonalized Hamil-




28 3. SUPERCONDUCTING CIRCUIT DESIGN

tonian as follows
H'/h=UHU"/h = oata + wib'd, (3.35)
U = exp[A(ath — ab')], (3.36)

wh = §(w1 + wy — /A2 + 4g2), (3.38)

where A = w; — wy and A = Larctan(2g/A). Solving equations (3.37) and (3.38) for
wy and we allows us to represent the bare frequencies in terms of the dressed frequencies
accessible via numerical simulation:

AL £ A? —4g?

%1

(3.39)

2 Y
:A+:F\/A2_—492 (3.40)
2 ’ '

where Ay = w]dw). Furthermore, the eigenstate 1) in the bare basis and the annihilation
operators are then transformed as follows

)

[0y = U), (3.41)
. = UaUT = cos Aa — sin Ab, (3.42)
b. = UbU" = cos Ab + sin Aa, (3.43)

where @, and b, are new annihilation operators in the coupled basis. When a classical
finite-element simulator obtains eigenvalues, the electromagnetic field distribution of each
eigenvalue has a clearly defined phase. Then, this can be considered a large photon
number coherent state in a coupled system, with a coherent amplitude of a.. It can be
expressed as follows:

lae) = D(a)[0,0),
= exp(ac&T — OéZ&C) |0, 0),

= exp(cos A(a.a' — afa)) ® exp(— sin A (o bt — ai@)) 0,0),
= |accos A, —a,.sin A). (3.44)

Thus, a coherent state with an amplitude of o, in a coupled system comprises bare modes
excited at certain rates. Then, assuming mode a. is excited with the amplitude a., a
ratio of expectation values of the currents flowing in each inductor shown in Fig. [3.9(d)
is written as follows

<12>ac qu)zpf,2

r=— = — tan A,
<[1>0[C L2(I)zpf,1

thUQ
=— tan A 3.45
P tan A, (3.45)

tan A = ;—;(« JA_ — 42 F A). (3.46)

Thus, if the ratio r is obtained from the numerical simulation, the coupling constant
g is determined from the solution of Eq. . For this equation, we consider specific
function forms for each case. From here on, we assume that the finite element simulator
is COMSOL.

and
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Q-Q coupling

For example, consider the case of three coupled transmons shown in Fig. [3.10l The
Josephson inductance is larger (around 1 to 2 orders of magnitude) than the geometric
inductance. Due to this, the inductance is considered to exist only at the Josephson
junction. Assuming this, we can calculate the currents flowing Josephson inductors when
the mode a. is excited. The following is the procedure in COMSOL.

1. Select circuit patterns other than Josephson junctions as the perfect conductor.

2. To calculate gqo, select the Josephson junction patterns and set them as lumped
element inductors. Then, input the values of Josephson inductance of Lj;; and L,
derived from Ej; and Ejq.

3. Execute eigenvalue search, and nothing is assigned for L. of no interest.

4. Repeat the above procedure for the other coupling pairs.

We now have the left-hand side values of Eq. (3.45)), and dressed mode frequencies. Then,
the right-hand side of Eq. (3.45]) can be written as follows

1 Ly [ApF A2 442 >
FQQ(Q)—E\/LJQ\/AJFZE\/W(«/A—4g FA), (3.47)

where A, are known from the simulation. The solutions are shown in Fig.[3.11 To
evaluate the validity of this method, the coupling constants are also calculated from the
normal mode splitting. This method is simpler and requires only sweeping the L ; value
of one of the pairs of interest, and the results are shown in Fig.[3.12] It is necessary to
convert the half of normal mode splitting go/27 determined at L jo(# L;) to the coupling
constant at the design value using the following equation:

1/4
9= (%) 9. (3.48)

Here, L; is the design value, and Ljq is the value at the anti-crossing point as shown
in Fig.[3.12] Table[3.1| summarizes the results of the two methods, which are consistent.
The current ratio method can estimate the coupling constants without time-consuming
parameter sweeps.

Table 3.1: Comparison of coupling constants between transmons.

Normal mode splitting Current ratio  Experiment [18]

’912/27T| (MHZ) 3.2 2.9 1.9
|g1c/2m| (MHz) 46 38 40
|92/27| (MHz) 46 40 31

Q-R coupling

In general, microwave resonators cannot be considered lumped element resonators. There-
fore, the case of Q-R coupling slightly differs from the Q-Q coupling case. The inductance
of the microwave resonator is distributed, and it is difficult to obtain the current value by
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the finite-element electromagnetic simulation. Thus, we consider the problem in terms of
energy ratio. First, we rewrite Eq. (3.45)) as follows

VIs(h), [
m = —\/w:ltan A, (3.49)

where we assume the mode 1 and mode 2 are a distributed constant resonator and a
transmon, respectively. When the mode 1 is excited, the following equation holds for the
energy stored in the electromagnetic fields
(Energy of the electric field) = (Energy of the magnetic field)
+ (Energy in the Josephson inductance), (3.50)
8ele = gmag + EJJ- (351)
Thus, the left-hand side of Eq. (3.49)) can be rewritten as follows

\/L_2<f2>ac _ 4&5; (3.52)
\/L_1<j1>ac 46&1ag ' ‘

In COMSOL, the spatial integrals for electric and magnetic fields are implemented, and
Eete and Eae can be obtained numerically. Furthermore, since the current flowing through
the lumped element is not included in the spatial integrals, £;; can also be obtained as
follows

gf}OMSOL COMSOL __ SCOMSOL. (353)

— Cele mag

We can obtain the Q-R coupling constant by solving Eq. (3.49) with this ratio for g.

R-R coupling

In the case of R-R coupling, there are no lumped elements, and it is generally difficult
to determine the coupling constant by the current ratio method. Therefore, we consider
a specific case where a coupling pair consists of two A\/4 CPW resonators to obtain the
current ratio. In this case, the energy of the magnetic field can be calculated if the
maximum current value at the anti-node is known. This value can be obtained by setting
a lumped element inductor with a negligibly small inductance value at the current anti-
node. Therefore, the left-hand side of Eq. can be obtained, but the right-hand side

requires some modifications as follows

L1¢zpf2 Ll ZQ
2 n A = — 2L /22 tan A,
LQ@prJ L2 Zl
Zo1 wa Zo
= ——> "/ —tanA. 3.54
w1 Zo,2 Z ( )

For the second line, Eq. (3.14)) is used, and Z; and Zj» are the characteristic impedance
of the A\/4 CPW resonators. From Egs. (3.14)) and (3.13), the following relationship exists
between the characteristic impedance and the effective LC resonator model impedance

4
Zi = ;ZOKU for i S {1,2} (355)

From Eq. (3.54)), assuming that the characteristic impedances of the CPW resonators are
equal, we obtain the following equation

I
Uadoo @2 (3.56)
(I1), Wi

We can obtain the R-R coupling constant for the coupled A/4 CPW resonators by solving
Eq. (3.56) with a numerically obtained ratio for g.
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Figure 3.10: Screenshots of the COMSOL and an equivalent circuit schematic of the
coupled three transmon system. Each transmon contains a Josephson inductance that is
located inside the red box. During the simulation, two inductances of interest are enabled,
and the other is disabled. The Josephson inductance values are Lj; = (10.3, 10.0, 9.5) nH
for i = (1,2, ¢).
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Figure 3.11: Solution of Eq. for each coupling pair. The blue solid lines are plots of
Eq. with the obtained eigenfrequencies w] = 27 f] and w) = 27 f;. The black solid
lines are the current ratio computed by COMSOL. The intersections of the red dashed
lines indicate the solutions.
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Figure 3.12: Computed normal mode splittings. The larger design value of L j; is swept
for each plot. The intersections of the red and blue dashed lines indicate the coupling
constants under resonance conditions. Ayy, = (Higher mode) — (Lower mode).

3.3 Sample fabrication

This section describes sample fabrication processes. As outlined in Figs. |3.13[(a)—(g), the
main fabrication process consists of the following four steps:

1. Photolithography for CPW and other circuit patterns.

2. Dry etching.

3. Electron beam (EB) lithography for Josephson junction masks.
4. Josephson junction formation.

It is crucial to clean the wafer entirely after each step to ensure high-quality superconduct-
ing circuits. After the dry etching process and the photoresist is removed, a significant
amount of organic residues, such as deformed photoresist caused by the heat during dry
etching, are left on the wafer. It is important to remove these organic residues by ashing
and HF' acid cleaning.
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Figure 3.13: Schematic of a sample preparation process. (a) A thin natural oxide layer is
present on TiN when the substrate arrives from NICT. (b) Preparing a photoresist mask
for circuit patterns by photolithography. (c) The dry etching forms the circuit patterns,
and the photolithography mask is removed. (d) Ashing burns off organic matter, including
resist residues, to uniformly oxidize the wafer surface. (e) Washing away the oxide film
and residues by HF acid cleaning. (f) Forming an EB-resist mask for Josephson junctions
by EB lithography. (g) Josephson junctions fabricated by shadow evaporation technique.



34

3. SUPERCONDUCTING CIRCUIT DESIGN



Chapter 4

Experimental setup

In the following sections, we describe the experimental setup and the devices we use.

4.1 Measurement setup and samples

The transmons and the resonators are fabricated on a high-resistivity Si substrate. They
are made from a sputtered and lithographically-patterned TiN film, and Al/AlO,/Al
Josephson junctions evaporated and lifted off with the in-situ bridge-free bandage tech-
nique.

First, the standard design CAD for the transmon performance evaluation is shown in
Fig. .1} In this sample, four transmon qubits are coupled to the transmission line via a
readout resonator. The readout resonator frequencies are in 7-8 GHz. In addition, the
readout resonators’ dispersive shifts and external coupling constants are typically less than
1 MHz, and the qubit energy relaxation through the readout line is negligible. As shown
in Fig. (a), the input line of the dilution refrigerator has about 54-dB attenuation at
8 GHz including the cable loss. Also, it has an eccosorb filter, an 8-GHz lowpass filter, and
an extra 10-dB attenuator. The sample is mounted inside a three-layer magnetic shield
and cooled to ~10 mK. Microwave pulses are generated by the single sideband modulation
(SSB) [Figs.[4.2(b) and (c)]. The reflection pulses of the readout resonators are amplified
with a low-noise HEMT amplifier at the 4-K stage and demodulated to IQ signals for
the data processing [Fig.[4.2(d)]. Note that this setup is also used to evaluate lumped
element resonators shown in Fig. [1.3(a)~(d). Due to mesh issues, numerical calculation
with COMSOL is difficult for lumped element resonators. We swept the capacitor pad
size and length of the meander inductor to find a desirable resonator design.

Next, the design CAD for the coupler-assisted SWAP interaction experiment is shown
in Fig. {4 1In this sample, the two data transmons are capacitively coupled to the
fixed-frequency transmon coupler, and each transmon has a readout resonator. The data
transmon also has a Purcell filter. As shown in Fig. [£.5(a), each input line of the dilution
refrigerator has about 56-dB attenuation at 8 GHz including the cable loss. Each input line
also has an eccosorb filter, an 8-GHz lowpass filter, and an extra 6-dB (20-dB) attenuator
for the qubit (resonator) drive line. The sample is mounted inside a three-layer magnetic
shield and cooled to ~15mK. Microwave pulses are generated by the single sideband
modulation (SSB) [Figs.|4.5(b) and (c)]. The reflection pulses of the readout resonators
are amplified with a low-noise HEMT amplifier at the 4-K stage and demodulated to
IQ signals for the data processing [Fig.[.5(d)]. The readout resonator frequencies are
w/2m ~ 7.436 GHz, w?/2n ~ 7.375GHz and w¢/2m ~ 7.551 GHz, respectively. The
dispersive shifts of the readout resonators are typically around 1 MHz, and the qubit
energy relaxation through the readout line is negligible.
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Figure 4.1: Example of CAD image for the transmon performance evaluation.

x dB attenuator = DC block -®- Mixer
Eccosorb filter @ Circulator -@ 1Q mixer

== T : Lowpass filter @ Isolator A\ HEMT amplifier
Power divider @ Local oscillator A Amplifier

Figure 4.2: Wiring setup for the transmon and lumped element resonator performance
evaluation experiment. (a) Connections from the sample chip to ports A-B at room
temperature. The qubit control drive and readout drive share the input line. (b) Pulse-
generating systems for qubit control. (c) Pulse-generation systems for qubit readout. (d)
Readout system.
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(a) (c)

LERSCL v2
w=1.5, §=3.0

LER3VS.1
w=2, g=20

Figure 4.3: Example of CAD image for the lumped element resonator design optimiza-
tion. (a) The initial resonator pattern long meander inductance is surrounded by outer
capacitance pads. (b) Enlarged view of the lumped element resonator pattern. (c) Second-
generation lumped element resonator pattern. The meander inductor and capacitor are
separated for a more transmon-like design. (d) Enlarged view of the lumped element
resonator pattern.

B sasv2a

Figure 4.4: Example of CAD image for the coupler-assisted SWAP interaction experiment.
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x dB attenuator = DC block -®- Mixer
Eccosorb filter @ Circulator .(2). 1Q mixer

Lowpass filter @ Isolator A\ HEMT amplifier
Power divider @ Local oscillator  /\  Amplifier

Figure 4.5: Wiring setup for the coupler-assisted SWAP interaction experiment. (a) Con-
nections from the sample chip to ports A-G at room temperature. (b) Pulse-generating
systems for qubit control. (c) Pulse-generation systems for qubit readout. (d) Readout
system.

The final design CAD shown in Fig. is for the artificial spin-dependent force ex-
periment. In this sample, the cubic transmon is capacitively coupled to the host lumped
element resonator to store bosonic states, and the cubic transmon has a readout res-
onator and Purcell filter. The sample is mounted inside a three-layer magnetic shield
and cooled to ~15mK. As shown in Fig. [4.6(a), the input lines A and C have about
56-dB attenuation at 8 GHz including the cable loss. For the input line B, the 10 mK
stage attenuator is replaced with a 0-dBm attenuator because a strong drive strength is
needed to activate the artificial spin-dependent force interaction. In this experiment, we
use a lumped element Josephson parametric amplifier (LJPA) for the single-shot read-
out, which is also mounted inside a three-layer magnetic shield. Since LJPA requires a
strong pump microwave drive to work, we use a low attenuation (13-dB, including the
cable loss) input line D. As shown in Figs.[4.7(b), microwave pulses are generated by
fully digital arbitrary waveform generators (AWGs) sharing a 2.4 GHz clock signal. The
reflection pulses of the readout resonators are amplified with a low-noise HEMT ampli-
fier at the 4-K stage and demodulated by a digital downconverter (DCN) also sharing
the 2.4 GHz clock signal. The demodulated signal is digitized by an analog-to-digital
converter (ADC). The 2.4 GHz clock signal gives pulse generation and acquisition com-
ponents high phase coherence. To bias the cubic transmon and LJPA, the DC current
sources are used [Figs.[£.7|(c)]. The readout resonator frequency and external coupling are
wy /27 =~ 7.575 GHz and £%*/27 ~ 2 MHz, respectively. The dispersive shifts of the read-
out resonators are around 1.5 MHz, and the qubit energy relaxation through the readout
line is negligible tanks to the Purcell filter.
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B X2v1.2

Figure 4.6: Example of CAD image for the artificial spin-dependent force experiment.

—{ 2.4 GHz clock
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Figure 4.7: Wiring setup for the artificial spin-dependent force experiment. (a) Connec-
tions from the sample chip to ports A-G at room temperature. (b) Pulse generation and
acquisition systems for control and readout. (c) DC current sources to set the magnetic
bias of the cubic transmon and LJPA.
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Figure 4.8: Photograph of an example of the cryogenic wiring.
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4.2 Signal processing

This section describes how to generate microwave pulses and process acquired waveforms.

4.2.1 Microwave pulse generation

As shown in Fig. [4.9] the IQ-mixer has an asymmetric structure with two mixers inside.
For the LO port, the incoming signal is first divided into the port I and the port Q
branches, ideally with equal power. The port Q signal is then phase-shifted by a phase
shifter by 7/2. These signals are then multiplied by I(¢), Q(¢) with an intermediate
frequency (IF) at each branch of the IQ-mixer and combined again on the RF port.
Then, a signal Sgr(t) is output, and this is represented as follows

™

Srr(t) = I(t) cos(wrot) + Q(t) cos (wLot + 5

+ A¢). (4.1)

Here, A, represents that the actual phase shift is not completely 7/2 and corresponds
to the relative phase deviation between two branches. The typical value of this phase
deviation is 5° ~ 10° for Marki products. Next, we explain a calibration procedure for
the single side band (SSB) modulation to generate clean microwave pulsed using the 1Q-
mixer. First, consider waveforms of amplitude A;, Ag and frequency wir as input signals
to the I and Q ports, respectively

I(t) = A[ COS(UJIFTf + ¢]), (4.2)
Q(t) = mAg sin(wipt + ¢q). (4.3)

Here, m is a scale parameter, and ideally m = 1. In this case, Srp(t) can be written as
follows

Srr(t) = Aj cos(wipt + ¢r) cos(wrot) (4.4)
+ mAg sin(wirt + ¢g) cos <wLot + g + A¢>. (4.5)
In the calibration process, the input amplitudes, A; and Ag, are first adjusted to be

Ar = mAg = A. In most cases in our laboratory, A is about 1.0 V. Then, from product
to sum formulas, we obtain

2Sgr(t) = Acos(wit + ¢r) + cos(w_t — ¢r) (4.6)
+ Acos(wit + ¢pg + Ay) — cos(w_t — ¢g + Ayp), (4.7)

where wy = wro + wir. If you want to use wy (Up-conversion) as an output frequency,
set ¢r = g — Ay to obtain the following equation from sum to product formulas,

Srr(t) = Acos (—%) cos (w+t + ¢r + %) (4.8)

The calculations up to this point are valid even if A is time-dependent, so pulse shaping

can be performed.

4.2.2 Waveform processing and digital filter

Next, we describe a handling method for time-series signals from the sample, such as the
response from the resonators. The return signal is analog, and acquiring it as a digital
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I(t)
0° 0°
LO RF — LO- —RF
90° 0°
Q Q(t)

Figure 4.9: Circuit symbol and internal schematics of the IQQ mixer.

signal is necessary to process the signal and know the quantum state of the sample. For
this purpose, the analog-to-digital converter (ADC), also known as the data acquisition
module (DAQ), is used. In this study, we mainly use M3102A manufactured by Keysight.
Since the sampling frequency of this product is 500 MSa/sec, it is difficult to read correctly
unless the main frequency component of the signal is approximately 250 MHz or less, half
the sampling frequency. This frequency is also called Nyquist frequency. Therefore, it is
necessary to convert the signal frequency down to the wip frequency by the mixer before
inputting the signal to the ADC. This is expressed by the following equation

R(t) = Arp(t) cos(wit + ¢rr(t)) cos(wrot),
= Ap(t){cos(wipt + ¢rr(t)) + cos((ws+ + wro)t + ¢w (1))} (4.9)

Here, R(t) is an output of the mixer passed through a low-pass filter to cut a sum fre-
quency, and only a differential frequency wir components are input to the ADC. The input
signal I F(t) is written as follows

IF(t) = AIF(t) COS(wlFt + QbIF (t)) (410)

The amplitude and phase of this signal IF(¢) contain information from the sample. We
next consider processing this signal to obtain amplitude and phase information.

Multiplying the I F'(t) signal at time ¢ by cos(wirt), sin(wirt) and integrating the result
I,(t), Qu(t), respectively, gives the following equation

() = % t AP TF(r) cos(wirr) = Aw(t) cos(d(®)), (4.11)
Qu(t) = % /t () sin(wrer) = A (1) sin(érm(t)), (4.12)

where the subscript @ means it is an analog signal. The above operation eliminates
the oscillation component, extracting the amplitude and phase components. Here, Tip =
27 /wip. The actual [ F(t) obtained by the ADC is a discrete digital value, and performing
the above operation is called digital filtering. The integral is computed by replacing the
numerical integral with the trapezoidal integral. Therefore, if we denote the sampled
digital 1F(t) by I F[t], the above equation can be written as follows using the trapezoidal
integral formula

2 Z At ]F[Ti+1] COS(W[FTi+12) + IF[TZ] COS(W[FTZ') _ AIF [tn] COS((mF [tnD’

(4.13)

Qult] = % Z_; A, IF[7;44] sin(wIFTZ-H; + I F[1;] sin(wrrT;) — Alt]sin(omlta]). (4.14)
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Here, A, is the interval between discretized points determined from the sampling fre-
quency, which in most cases in our laboratory is 2ns. The sum is for one period, and {¢,}
is the time each point was sampled. Thus, the amplitude and phase of the signal I F'[t,]
at time t,, are calculated as follows

Awltn] = 3/ T3ltn] + @3t (4.15)
brrltn) = arctan(?jﬁﬁ” : (4.16)

In the dispersive readout for discriminating the ground and excited states of a su-
perconducting qubit, the integral intervals of Eqs. (4.11)) and (4.12)) are replaced by the

sampling time Tymp as follows

_ 2 t+Tsamp

I, = — drIF(7) cos(wrrT), (4.17)
Tre Jy
_ 2 t+Tsamp
o= = drIF(7) sin(wrT), (4.18)
Tre Jy

where Timp is an integer multiple of tkle Eeriod Tir. Replacing this with numerical
integration in the same way, the signal (I, ()4) is obtained.
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Chapter 5

High-quality transmon qubits

Two-dimensional transmon qubits and resonators are indispensable for realizing various
quantum technologies, such as quantum computers and sensing using superconducting
circuits. In particular, extending the coherence time of these devices is an essential issue
in the realization of quantum computers, not only to enable more precise quantum control
but also to reduce the requirements on peripheral control devices. Niobium (Nb) thin
film is widely used for superconducting circuits. However, dielectric loss due to Nb-
oxide generated during fabrication is problematic, as noted in [19-21]. Hydrofluoric (HF)
acid cleaning can remove this loss source, but Nb-oxide film re-grows in the air in a
few tens of minutes [20]. Aluminum (Al) thin film is also widely used, and its oxide
layer is thin and low loss. Still, its chemical stability is poor, making it incompatible
with cleaning processes using acid or alkali solutions. To address these issues, we chose
a domain-matched epitaxially grown Titanium Nitride (TiN) thin film provided by the
Terai group at NICT [22]. TiN is known for a slow oxide film re-growth rate of several
months [23] and compatibility with HF acid cleaning thanks to its good chemical stability.
Using this, we developed the process for fabricating qubits and resonators described in
Chapter 3. Surprisingly, energy relaxation and coherence times exceeding 400 us were
observed for the fixed-frequency transmon qubits fabricated using the process without
particular design optimization as shown in Fig. 5.1} These results are state-of-the-art
performance as demonstrated in Fig. [5.2]

Based on these results, this chapter reports the results of our efforts to improve the
performance of transmon qubits further.

5.1 Background

The main causes of decreasing the energy relaxation and dephasing times of supercon-
ducting qubits and resonators are as follows

e Purcell loss due to capacitive and inductive coupling to external circuits.

e Dielectric loss due to organic residues, oxide layers, and amorphous layers on the
substrate.

e Resistance loss due to the skin effect of normal metal, which is the material of a
sample holder.

e Radiation to parasitic modes.

e Radiation to continuous modes (when packaging is imperfect).

45
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Figure 5.1: Measured data of the longest energy relaxation time (77) and dephasing
time (7%) from our sample. Note that each data was measured using the Tsai-Lab’s
dilution refrigerator in their sample holder at different cooldowns. The frequency of the
transmon is about 4.914 GHz. The author prepared the sample using the same process
as in the following experimental results. The orange solid lines fit the results with the
exponential decaying function.
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Figure 5.2: History of coherence time improvement in superconducting qubits. The charge
qubits values are from works , . The phase qubit value is from a work , and the
flux qubit values are from works [26-28|, the transmon qubit values are from works
36], the c-shunt flux qubit value is from a work [37], and the fluxonium qubit values are

from works [38-40].
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e Interaction with impurity two-level systems (TLS).
e Quasiparticle excitation due to high-energy particles, infrared radiation, etc.

The Purcell loss can be solved by using a Purcell filter and by making the coupling of
the external circuit to the readout resonator sufficiently small during the performance
evaluation phase [7, |41, 42]. Radiation into free space can be solved by designing the
sample holder with as few gaps as possible [43]. To reduce impurity two-level systems,
using the purer material as much as possible and employing a bandage process to avoid
damage to the substrate surface [8, 16, |44]. As previously explained, we employ the in-situ
bandage method in our fabrication process. To avoid quasiparticle excitation, ensuring
sufficient thermal contact between the substrate and sample holder is effective [45, 46],
and inserting an infrared absorption filter called an eccosorb filter in the wiring is also
effective [47]. As a first step in this study, we focused on dielectric losses resulting from
organic residues, oxide layers, and amorphous layers on the substrate |17} 36, 48, 49].
The electric field distribution of the transmon is shown in Fig. [5.3(a). Dielectric
losses are on the circuit surface and inside of the substrate. The interfaces on the circuit
surface are then divided into three types, as shown in Fig.|5.3[(b). The Substrate-Air (SA)
interface mainly comprises an oxide material of the substrate. The Metal-Substrate (MS)
interface consists of amorphous and substrate oxides. The Metal-Air interface consists of
metal oxide. For i € {MS, MA,SA}, the internal loss of the transmon can be written as

follows
1 1

Q  2rf.T

The participation ratio, p;, represents the ratio of electric field energy at the interface
to the transmon’s electric field energy. Each layer has a microwave loss tangent, tan d;,
and losses near the junction are included in the constant I'y that also accounts for losses
in the substrate. f, and 7T} are the transmon’s first excited state frequency and energy
relaxation time. As shown in Fig. [5.3(a), The electric field distribution of the transmon
has a slow gradient compared to the thickness (1 to 5 nm) of the oxide layers on the
surface [17], 36, 48, 49]. Therefore, the electric field can be assumed to have the same
direction and magnitude at the top and bottom of the lossy region. Under this situation,
the participation ratio of each lossy interface can be expressed as follows [49]

Psa =7 -isﬁb 2a(1 = k)i(’(k)[((k) {ln (411—2) N kllnT(Z) 1= (g)} (5:2)

= Zpi tan 51 + Fo. (51)

€
pus = —2—pga, (5.3)
EmsEsa
1
PMA = —o o DsA- (5.4)
EMAEsa

Here, k = a/b is a geometric parameter of the transmon design from Fig. [5.3(c). egup =
11.45 is the relative dielectric constant of the silicon substrate and 6 = 3 nm is the
thickness of lossy layers. €f is a ratio of relative dielectric constants between two surfaces
and is set to 5 according to the literature [49], but this value is not important here.
Therefore, if the dielectric loss is dominant, the energy relaxation time is expected to
increase if the design values of a and b are adjusted within acceptable range to make the
participation ratio small. Fig. [5.4] shows the results of sweeping the participation ratios
for each geometric parameter.



48 5. HIGH-QUALITY TRANSMON QUBITS

Cross section

Figure 5.3: (a) Example of electric field distribution when a transmon mode is excited.
(b) Cross section of the electrode corresponding to the black dot line in (a). Dielec-
tric losses exist at the Substrate-Air (SA, green), Metal-Air (MA, blue), and Metal-
Substrate (MS, red) interfaces and inside the silicon substrate. (c) Definition of the
design parameters of the transmon.
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Figure 5.4: Dependence of the participation ratios on geometric parameters. We have set
¢ to 5 for three regions: SA, MS, and MA.
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Figure 5.5: (a) Design value and magnitude of PR(pyg) for each transmon. (b) CAD
patterns for the fabrication. Twelve different transmons were fabricated on three separate
chips.

5.2 Experiment

To confirm that the participation ratio (PR) can be used as a guideline for design opti-
mization, we designed and fabricated 12 different types of transmons with varying PR as
shown in Fig. Fig. shows the experimental results. This experiment has no linear
dependence on PR as expected from Eq. .

5.3 Discussion

The best samples achieved state-of-the-art values, while it is currently difficult to discuss
their dependence on the PR for further performance improvement. The result could
be due to the possibility that any of the energy mitigation factors discussed above are
still dominant and the impact of PR has been masked. After taking measurements, we
conducted a detailed analysis of the sample holder, and we noticed that the quality factor
of the transmon heavily relies on the counterbore’s radius beneath the chip as shown in
Fig. [5.9(a). In the numerical simulation using COMSOL, we consider the resistance loss
of entire walls due to the skin effect, excluding the air- and superconductor-boundary
conditions as shown in Fig. In this situation, we swept the radius of the counterbore
hole as shown in Fig. [5.§ and obtained the result shown in Fig.[5.9
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Figure 5.6: (a) Design value and magnitude of PR(pys) for each transmon. (b) CAD
patterns for the fabrication. Twelve different transmons were fabricated on three separate
chips.

These effects were not considered when designing the samples, and the chip space of
the PCB has a margin of 100 um to load a chip smoothly. In addition, the alignment
between the transmon and the counterbored hole can easily vary by 200 ym due to the
about 100 pum of mounting and machining accuracy of the PCB and jigs. Initially, the
counterbore hole is designed to increase the frequencies of the silicon substrate modes
and to keep the lossy boundary below the chip away from the bottom of the substrate.
However, it was found that the transmon performance can quickly change depending on
the position of the hole’s edge when the chip size is 5 mm. We plan to avoid this issue by
increasing the size of the chip and situating the transmon near the center. Then, we will
sweep the design value and measure the energy relaxation time again in the future.
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Figure 5.7: Situation of COMSOL simulation. The blue shaded areas are gold plated
and considered impedance boundary conditions with a gold conductivity at 1 K, ¢ =
4.5 x 10° S/m [50]. Since the side walls of the Si substrate are in contact with the PCB,
the loss tangent of 0.002 is specified for TMM10i, the dielectric layer of the PCB. The
superconducting thin films of the transmon electrodes and ground planes are assumed to
be perfect conductors. Other boundary conditions are vacuum (no loss). The boundary

condition of the lid (not shown) is also gold.
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Figure 5.8: Location of the transom on the chip and the counterbored hole (false scaled).
The center of the chip and the counterbore hole are fixed, and the radius of the counterbore

hole is swept.
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Figure 5.9: Simulated quality factors of transmons using the 3D-eigenvalue solver of
COMSOL. The minimum mesh size is 1 um, about five times smaller than the smallest
structure (Josephson junction area). Blue and red dots are quality factors of the transmons
located at the center and lower left, as shown in Fig. |5.7], respectively. The black line is
the design value of the counterbored hole. The green shaded area indicates the region
where the displacement of 200 ym deviates from the design.



Chapter 6

Coupler-assisted SWAP interaction

Superconducting circuits are one of the leading platforms toward realization of fault-
tolerant quantum computing [51}, 52]. Among various types of qubits, fixed-frequency
transmon [7] is a promising building block thanks to its long coherence time and small
wiring overhead. For the architecture using fixed-frequency transmons, various all-microwave
two-qubit gates have been proposed [10, 53-59], and the cross-resonance (CR) gate is the
most commonly-used entangling gate |53} 60-62]. In those schemes, however, weak anhar-
monicity of transmons results in a residual static ZZ interaction, which causes coherent
errors and reduces the fidelity of operations. Therefore, it is of importance to suppress
the residual interaction while maintaining the gate operation speed. A widely-adopted
method for the purpose is to set the detuning between neighboring transmons to be in the
so-called straddling regime, i.e., within the limited anharmonicity [7], though there remain
some unwanted higher-order transitions to be avoided. The so-called frequency-crowding
problem hinders the straightforward design of the circuits [63, 64]. Recently, this problem
has been addressed partially via frequency tuning using post-fabrication techniques such
as laser annealing [65H68], but further tolerance in design parameters is still desirable.

Here, we propose and experimentally demonstrate a drive-efficient single-excitation
exchange interaction between two transmons that allows all-microwave controlled-Z (CZ)
gate over a wide range of detuning between data transmons. In this scheme, the interac-
tion is activated by applying a microwave drive to a coupler transmon whose third-order
nonlinearity plays a central role. The process can be understood as four-wave mixing in-
volving three qubits and a drive microwave photon. We have therefore named it Coupler-
Assisted Swap (CAS) interaction or transition. Note that a similar mechanism is used to
exchange a single photon between two cavities [69).

Remarkably, the CAS transition relies neither on the less-coherent higher energy lev-
els outside the qubit subspace nor on the direct transverse coupling between the data
transmons. At the same time, the latter can in turn be utilized for the suppression of
unwanted ZZ coupling [62, [70]. This also widens the choice of the qubit detuning in the
device design.

6.1 Theory

The circuit under consideration [Figs.[6.1(a) and (b)] consists of three fixed-frequency
transmons, with the total Hamiltonian being modeled as coupled Duffing oscillators under
the rotating-wave approximation,

H/h= Z(Majai n %ajajai@ +3° giclala. + asal), (6.1)

23
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Figure 6.1: (a) Optical images of a fabricated superconducting circuit (top) and three cou-
pled transmons (bottom). Most of the structures are made from TiN electrodes (yellow)
on a Si substrate (gray). Inset: Scanning electron micrograph of an Al/AlO, /Al Joseph-
son junction fabricated with the in-situ bandage technique [16]. (b) Equivalent circuit
diagram of the coupled transmon system, where readout resonators, Purcell filters, and
drive lines are omitted. Only the coupling capacitors connected to them are depicted. Q,
Qa, and Q. represent the two data qubits and one coupler qubit, respectively. (c¢) Energy-
level diagram of the system eigenstates |ijk) = [i),]j),|k). (i,7,k € {0,1}) truncated to
the first excited state of each transmon. The blue and red arrows are the CAS transitions
activated by microwave drives. The dashed energy levels involve the single excitation of
the coupler.
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where £ is the reduced Planck constant, w; and «; (i € {1,2,c}) are the fundamental
frequency and anharmonicity of each transmon, a; and &I are the annihilation and creation
operators, and g;. is the transverse coupling strength between the data transmon Q; and
the coupler transmon Q.. Here we assume the dispersive regime |g;./A;.| < 1, where
A;. = w; — w,.. For the moment, we omit the direct coupling between the data qubits, g2,
and consider up to the third excited state of each transmon.

To induce the interaction between the data qubits, we apply a microwave drive

Hy/h = Qqcos wdt(&i +ac) (6.2)

to the coupler qubit, where wy and §2; are the drive frequency and amplitude, respectively.
To find an analytical expression of the induced CAS interaction strength, we expand
the drive term to the second order of g;. using the Schrieffer-Wolff transformation [See
Supplemental Material]. Then, we obtain the effective drive term in the Hamiltonian,

N . 1 . . .
H)~ Hy+ (S, Hq] + 5[517 [S1, Hall, (6.3)

where the anti-Hermitian operator S = 31 + SQ fulfills the conditions

[Hy, S1] + O =0, (6.4)
[Hy, S5) + Oy = 0. (6.5)

Here, O is the off-diagonal part of Eq. , corresponding to the coupling term, and Hyis
the rest. O, is the off-diagonal part of %[Ol, 31] The effective drive term, Eq. , due to
the third-order nonlinearity of the coupler, contains many transition matrix elements be-
tween eigenstates in the Hilbert space spanned by the three transmons. Among them, we
focus on the CAS transitions between data qubits assisted by the single-photon excitation
of the nonlinear coupler, such as [010) <> |101) and [100) <> |011), respectively illustrated
by the blue and red arrows in Fig.|6.1{(c), where |ijk) = |i),]j),|k). (4,4, k € {0,1}). Here,
we refer to them as the blue and red CAS transitions at the frequencies of w;, and w,,
respectively. We also assume w; > wy without loss of generality. From Eq. , ana-
lytical expressions for the drive-induced oscillation frequencies are calculated under the
rotating-wave approximation as

Q, ~ 2(010| H}|101) /A
291692cach

= , 6.6
Arg(we — wy + ac)(we — wo) £6)

Q, ~ 2(100|H}|011) /h
—291c92:0c82a (6 7)

- App(we — wo + ) (wWe — wy)’

respectively for the blue and red CAS transitions, where Ay = w; — wy. The CAS-based
CZ gate can be realized by applying a resonant 27-pulse of the blue (red) CAS transition,
where the state [010) (|100)) acquires the geometric phase of 7 after a round trip |71].

6.2 Experiment

In the experiment, we use a circuit consisting of three capacitively coupled fixed-frequency
transmons [7], two /4 coplanar-waveguide (CPW) readout resonators and Purcell fil-
ters |41] for data transmons, and one A\/2-CPW readout resonator for the coupler trans-
mon [Fig.|6.1(a)]. The device parameters are the following: The fundamental frequen-
cies of the data transmons and the coupler transmon are wy /27 ~ 5.641 GHz, wy /27 ~
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Figure 6.2: (a) Pulse sequence for the data transmons, Q; and Q2, and the coupler trans-
mon Q. to measure the CAS oscillation frequency between the states indicated by the
blue arrow in Fig.|6.1{c). To activate the transition, we prepare Qq in the first excited
state with a 7 pulse, and then apply a drive pulse to the coupler. (b) Chevron pattern
of the blue CAS transition as a function of the detuning 6 = wy — wp and the pulse du-
ration 7. The white dashed line, § = 0, shows the resonance condition for the blue CAS
transition at wy/27m ~ 6.4207 GHz. The data is obtained for the coupler drive ampli-
tude Q4/2m = 72 MHz. Note that the blue CAS transition frequency w, depends on €,
through the ac Stark shift and the associated correlated oscillations of the excited-state
populations of the three transmons are separately observed [See Supplemental Mate-
rial]. (c) Blue and red CAS oscillation frequencies obtained from the fitting. The blue
and red solid lines are analytical evaluations respectively using Egs. and with
experimentally-determined parameters. The dashed lines are the numerical simulations

based on Egs. (6.1) and (6.2) using QuTiP 72, [73]. Inset: 2, calibration result by driving
the fundamental mode of the coupler qubit as a function of the pulse amplitude.
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5.507 GHz and w./2m ~ 6.317 GHz, respectively. The third-order nonlinearities of the
transmons are «;/2m ~ —300 MHz, as/27 ~ —303MHz and «./27 ~ —381 MHz, and
the transverse coupling strengths between the data transmons and the coupler transmon
are gi./2m ~ 40 MHz and gs./27m ~ 31 MHz. The direct transverse coupling between data
transmons is estimated to be g15/2m ~ 1.9 MHz by fitting the measurement result of the
77 interaction, and the static ZZ interaction strength between data transmons is esti-
mated as & /27 ~ —1.5kHz [See Supplemental Material]. The transmons, Q;, Q2 and Q,
have energy relaxation times 77 of 95 us, 108 us and 15 us, Ramsey dephasing times 7%
of 76 us, 81 us and 15 s, and echo dephasing times 7% of 88 us, 166 us and 18 us, respec-
tively. Part of the reason for the lower coherence of the coupler transmon is presumably
due to its narrower electrodes and concentrated electric field [74]. This can be improved
by design modifications.

For single-qubit gates, we use a Gaussian pulse with its FWHM o = 7.5 ns, total gate
length 40, and with derivative removal by adiabatic modulation (DRAG) [75]. For the
CAS transitions, we apply to the coupler a flat-top drive pulse with Gaussian-shaped
edges of 0 = 10 ns and a total edge length of 40.

We first measure the CAS oscillation frequencies as a function of the drive amplitude
Q4. As shown in Fig.[6.2a), for the blue CAS transition, we prepare the system in
|010) and then apply a coupler drive with a given €, and with various drive frequencies
and pulse lengths. By fitting the resulting oscillations in the excited state population of
Qo [Fig.[6.2(b)], we obtain the oscillation frequency €2, which is plotted with blue dots in
Fig.[6.2c) as a function of . Similarly, 2, for the red CAS transition is obtained.

To check the validity of our theoretical model, we also plot in Fig.[6.2{c) the analytically
obtained values from Egs. and and the numerical ones from Egs. and (6.2)).
For the blue CAS transition, our model is in good agreement with the experimental result.
For the red CAS transition, the numerical calculation is also in good agreement with
the experimental result, but the analytical model shows a deviation in the strong drive
regime. This could be an off-resonant effect of a single-photon transition (|110) < [201))
and two-photon transitions (|000) < [002), |010) <> [102)) near w,. The blue CAS
oscillation frequency fits better as there are no near disturbing transitions on the higher
frequency side of w, because of the negative anharmonicity of the transmon. This can be
an advantage for relaxing the frequency crowding problem.

We next implement the CZ gate using the blue CAS transition. We first determine the
relation between the CAS drive detuning and the pulse duration by fitting the chevron
pattern with the drive amplitude Q4/27 = 75 MHz, which is slightly larger than the
experiments presented in Fig.[6.2] and the resulting blue CAS oscillation frequency is
about 2.2 MHz. We then calibrate the amount of controlled phase shift using the Joint
Amplification of ZZ (JAZZ) sequence [76} [77] shown in Fig.[6.3|(a). In this sequence, Qs is
detected in the excited state when the amount of the controlled phase shift is 7 and the
final measurement angle ¢ is 0. By sweeping ¢ and fitting the result with a cosine function,
the amount of the control phase is obtained from the phase shift of the cosine function.
Figure(b) shows the obtained phase shift as a function of the CAS drive detuning. The
optimal drive frequency and flat-top duration are obtained by interpolating the result.
The associated local phase shift induced by the CAS drive on each qubit is evaluated and
canceled with a virtual-Z gate [79] to implement the CAS-based CZ gate. Through the
interleaved randomized benchmarking (IRB) [80] of the calibrated CAS-based CZ gate,
a fidelity of 97.8(6)% is obtained [Fig.[6.3(d)]. The master-equation simulation with our
device parameters yields 97.8% fidelity for the CZ gate, which is mainly limited by the
short coherence time of the coupler qubit. This implies that the CAS-based CZ gate
can be improved further by optimizing the design parameter and coherence time of the
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Figure 6.3: (a) Pulse sequence for measuring the control phase using the Joint Amplifica-
tion of ZZ (JAZZ) protocol . The measurement angle ¢ is swept to find an optimal
CAS drive frequency for the CZ gate. (b) Controlled phase measured as a function of
d = wy — wy, where w,/2m ~ 6.4157 GHz for the drive amplitude of Q;/27 = 75 MHz. For
each drive frequency, we adjust the pulse length so that the coupler returns to the ground
state. (c¢) Ramsey fringes measured with the calibrated detuning of the blue CAS drive. A
7 phase shift is observed depending on the states of the control transmon ;. The vertical
axis is the signal of Q2 normalized to the responses of the ground and excited states of Q5.
The black and red dashed curves represent the functions of the ideal CZ gate. (d) Inter-
leaved randomized benchmarking (IRB). Blue and red dots are the averaged experimental
results of the reference RB and IRB, respectively. The number of randomly-generated RB
sequences used is 30, and the error bars represent 95% confidence. Dashed lines are fitting
curves to the decay model. The horizontal axis is the number of Clifford gates applied.
All single-qubit Clifford gates consist of two X/, gates and three virtual-Z gates, and the
length of the CZ gate is 504 ns. Thus, the average duration of the two-qubit Clifford gate
is 945 ns, where each spacing between two successive pulses is set to 6 ns .
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Figure 6.4: Residual ZZ interaction strength &7z and the drive efficiency n, of the blue
CAS transition as a function of the detuning A;, and transverse coupling strength g;.
normalized by the mean anharmonicity mean = (a1 +a2)/2 and detuning A, (i € {1,2}),
respectively. Here, &7 is calculated through numerical diagonalization of Eq. (filled
contour plot) using (a) the current and (b) prospective design parameters with the direct
transverse coupling gio. The drive efficiency is defined as 1, = €,/Qy from Eq.
(contour line plot). As the prospective design parameters, we set (w.—w;)/2m = 0.6 GHz,
wy/2m = 5.0 GHz, and «;/27 = (—0.20, —0.20, —0.45) GHz for i = (1,2,¢). The sweep
parameters are wy and ¢i./A1. = go./As., and the shaded areas indicate the residual ZZ
interaction strength larger than 150 kHz. The green star in (a) indicates the condition in
the current experiment.

coupler.

6.3 Discussion

Finally, using Figs.[6.4[a) and (b), we discuss dependencies of the residual ZZ interaction
strength between the data qubits, £z, and the drive efficiency of the blue CAS-based
CZ gate rate, n, = €/, on the current and prospective design parameters. Here, we
numerically diagonalize Eq. to calculate the residual ZZ-interaction strength when
the coupler is in the ground state. Note that in these calculations, the term glg(d‘{dQ +
dl&g), which has been ignored so far, is added to Eq. to see the effect of direct
coupling. As reported in previous studies [62, [70], the direct coupling gi» can suppress
the residual ZZ interaction by canceling the one mediated by the coupler. As shown in
Fig.[6.4(a), the straddling regime (|A12/@mean| < 1) gives high drive efficiency and low
residual ZZ interaction for the parameter set. On the other hand, we can also achieve
practical performance far outside the straddling regime by selecting appropriate values
of parameters, especially of g12. In Fig.[6.4(b), we set g12/2m = 5MHz as an example.
This parameter set enables implementation of the blue CAS-based CZ gates of 100-200
ns for Q;/27m = 200 MHz in a wide range of the detuning (2 < Aj2/mean S 4) between
the data transmons while keeping the residual ZZ coupling <100 kHz. The coherent error
due to the residual ZZ interaction during the non-commuting single-qubit gates can be
mitigated with an optimal-control pulse [81} |82] or a composite pulse robust to frequency
shift [83, [84]. We can also apply an active residual ZZ interaction cancellation using an
off-resonant microwave drive near the blue CAS transition [See Supplemental Material]
or coupler-qubit transition [85].
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Chapter 7

Spin-dependent force in a
circuit-QED system

Achieving logical qubits requires significant overhead for physical and peripheral control
systems. Bosonic codes have been proposed as an alternative to address this issue. Ac-
cording to their encoding procedures, a qubit is encoded into a multi-level system, such
as a harmonic oscillator. Errors that occur in an encoded quantum state of the harmonic
oscillator can be corrected by conditional manipulation using an auxiliary qubit, and it
is possible to achieve a logical coherence time that exceeds the coherence time of any of
the elements that make up the system. This is called break-even, as demonstrated in
recent studies |86, [87]. They utilized a three-dimensional superconducting resonator and
a transmon to achieve this breakthrough.

The conditional displacement gate plays an important role in the framework of bosonic
codes. Recently, it has been regularly implemented by enhancing a weak cross-Kerr in-
teraction by irradiating a pump tone into the resonator [86, 88, 89]. The cross-Kerr
interaction is a valuable control resource and simple to implement but can act as a bit-
flip error propagation channel during conditional gate operations. In addition, the pump
tone increases the average number of photons in the resonator to 100-1000, amplifying
the decoherence and self-Kerr term contributing to coherent errors. To address these
issues, we present results on implementing the conditional displacement gate by harness-
ing the second-order nonlinearity of the cubic transmon [10], which is integrated into a
planar superconducting circuit. In this approach, the resonator state follows the shortest
path in its phase space, effectively decoupling the cross-Kerr interaction during condi-
tional gate operations. In addition, it does not require a strong and resonant pump tone
to the resonator. Using this gate, we also demonstrate the creation of cat states and
squeezed vacuum states through modular measurements with post-selection. Please refer
to the supplementary material for detailed performance comparisons between our and
conventional methods.

7.1 Theory

Spin-dependent force [90] originally referred to an interaction between an ion’s internal
states and vibrational modes. One notable application of a spin-dependent force is the
Mpglmer-Sgrensen gate [91], which is a high-fidelity implementation of the two-qubit gate
in trapped ion systems |92, [93]. The time evolution caused by a spin-dependent force can
be written as follows

Uspr(t) = 1M D(a(t)) + (D (—a(1)), (7.1)

61
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which can be interpreted as a displacement of a harmonic oscillator depending on an
interacting spin state. Such time evolution can be realized using red- and blue-sideband
transitions as follows

Red-sideband transition : |g,n + 1) <> |e,n),
Blue-sideband transition : |g,n) <> |e,n + 1).

These are also known as Jaynes-Cummings (JC) and anti-Jaynes-Cummings (anti-JC)
interactions. The corresponding Hamiltonians are respectively as follows

H/h=Q, (a6, +a'6_), (7.2)
Hy/li= (a6 +als,), (7.3)

where (), and (), are the transition rates of the red- and blue-sideband, respectively.
Assuming that 2, = Q, = Qgpr, we can obtain a resource interaction of a spin-dependent
force as follows

Hgspr = Hy/h+ Hy/h = V2Qgpp6,#, (7.4)

is a dimensionless position operator for the harmonic oscillator.

Two main ways to realize these interactions in superconducting circuits are parametric
driving of DC-SQUID [94, |95] or combining an element with second-order nonlinearity
such as a SNAIL with microwave driving via a capacitively coupled drive line |10} 96]. For
the former, if the mutual inductance between the DC-SQUID and the 502 inductively
coupled drive line ranges from 500 to 1500 fH, a power of -10 to -20 dBm is needed at the
cryogenic temperature [95]. This results in high wiring costs and heating issues for the
dilution refrigerator. On the other hand, the latter requires a DC bias, but only a power
of -50 to -60 dBm is required at the cryogenic temperature when the coupling to the
capacitive drive line is 100 Hz, which is relatively low power. Therefore, we implemented
JC and anti-JC interactions using a SNAIL.

W aaat
where 7 = 42

7.1.1 Derivation of spin-dependent force

As shown in Figs.[7.1|(a) and (b), the circuit being considered consists of an ancillary cubic
transmon, a host resonator for storing bosonic states, a readout resonator, and a Purcell
filter. Ignoring the readout circuits, the system Hamiltonian can be modeled as follows

~ PN ~ A\ 3 N A\ 4 ~ ~
H/h = wpita + werb'h + g5 (b* + b) + g4 (b* + b) @t +abh),  (7.5)

where h is the reduced Planck constant, w;, and w, are the fundamental frequencies of
the host resonator and cubic transmon, respectively. @ (a') and b (b') are the annihila-
tion (creation) operator for the host resonator and cubic transmon, and go is the transverse
coupling strength between these modes. Ignoring two- and three-photon transition terms
in the above Hamiltonian, we obtain the following Hamiltonian

H/h~ wyala + wb'd + ﬂ(?ﬂl}l} + 13*13*13) + %BTISTZSZS + go(a'b + abh), (7.6)

where w, = wer — a, a = 12¢g4, B = 3¢5 are introduced. To find an analytical expression
of the sideband transition rates, we start by block diagonalizing the Hamiltonian to the
second order of /w, and go/A using the Schrieffer-Wolff transformation. The resulting
Hamiltonian is

A A 1 ~ - A oA
Heg = Ho + 5[517 V] +[S2, Ho). (7.7)
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Here, Hy is the diagonal part of Eq. (7.6)), and V is the rest, corresponding to the transverse
coupling and cubic nonlinearity terms. Anti-Hermitian operators S; and Sy are given as
solutions of the following equations

[Hy, $1]+V =0, (7.8)
[Hy, S5] + Oy = 0, (7.9)

where O, is the off-block diagonal part of %[5‘1, V] We consider up to the third level for
the cubic transmon, and the explicit forms of S, and Sy are as follows

\/590 Q. \/55 > —he.

A+« wg +

$1/h = ZleNgla+ !f><e|< (7.10)

4 _ \/50[98&2 \/5590(05 +wr)d
Sa/h=17)a] <2A(a+ A)a+28) " 2A(a+w,)(a + 25 m) —he, (1)

where A = w; — w,. Furthermore, the two-level approximation for the cubic transmon
yields the following Hamiltonian

~ . N w “ R .
Heg/h = (@ + x6.)a'a — 7(102 + giplee] (@ + ab). (7.12)
Here, @, = w,+ Agfa and W, = w, — %—i—% are the Lamb-shifted host resonator and cubic

: : 20+2A—
transmon frequencies, respectively. g, = %
q
2
90

interaction due to the cubic nonlinearity of the SNAIL. y = A(A—?ﬂ) is the dispersive shift.

To activate the sideband transitions shown in Fig.[7.1j(c), we apply a microwave drive

]fld/h = Qg cos(wgt + dq) <IA)T + 1;), (7.13)

is an artificial radiation pressure

to the cubic transmon. Here, 24, wy, and ¢4 are the drive amplitude, frequency, and
phase, respectively. By using the BCH formula and transforming the drive terms with S;
and Sy, we obtain the following effective drive terms

~ ~ ~ ~ N 1. - ~ A
Hjy~ Hy+ [S1 + 52, Hy] + 5[517 [S1, Hyl],
~ hQg cos(wat + dq) (nr&,dT + nbﬁ,d) + h.c.. (7.14)

For the second line, the two-level approximation is used. 7, and 7, represent transition
efficiencies of the red- and blue-sideband transitions and can be written as follows

_ Bgo 2(A —a) _ 2a
= (wg — a)(A —a) (wr—|—2A—a A +1>’ (7.15)
—590 (7.16)

T G —a)(A—a)

Therefore, by setting wy = W, — @, or wg = Wy + W, we can activate the JC and anti-
JC interactions in the rotating frame. Moreover, by irradiating microwaves of these
frequencies simultaneously, the resource Hamiltonian for the spin-dependent force in the
rotating frame can be realized as follows

/

A Q . .
Hspr = E(e*wrmaT +e76_a) + hc,

Ve

5 OonTon, (7.17)

G4y, = 0 COS Oy, + G, sin ¢y, (7.18)
Ty = T COSPA + Psin @a, (7.19)
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. .. ~ AaT
where we assume the same rates for red- and blue-sideband transitions. & = “;‘21 and

. a—at : . i
p =24 \/gz are dimensionless position and momentum operators for the host resonator,

respectively. In addition, relative phases between the red- and blue-sideband microwave
drives are introduced as ¢y, = — ‘br'g‘ﬁb and gp = — ¢T;¢’”. The rotating wave approximation
can eliminate the last term for Eq. . However, the dispersive coupling cannot be
eliminated, and Eq. is modified in the rotating frame as follows

!/

A o QO
Hipp/h = xo.ata + BT - (7.20)

The first and second terms are non-commutative, and the dispersive interaction is a source
of coherent errors. To address the problem, we decouple the dispersive interaction by
adding a drive tone to the carrier transition (|g) <> |e)). Then, we consider the following
Hamiltonian

. Q.
rC/FL xo.ata 4+ —< 5 —(6, cos ¢ + G, sin @)

Q, n —idos A
+—(( e + e~ "z’r)a +( e — Ge "z’r)ay), (7.21)

4
V20,
4

ta Sk .
= y&,a'a + ?<O'x coS ¢ + 0y sin¢.) + (G2, + OyDo, )- (7.22)

Here, Q. and ¢. are the drive amplitude and phase of the carrier transition. Using the

following unitary matrix
A~ ]_ _eid)c 1

we transform the basis so that the second term is diagonalized as follows

H;’;/h: PﬁrCPT/h,
Q2
= X(05 cos g — Ty sin ¢p)ala — 75

\/_Q
4

(6 cos e — Gy sin )Ty, + (08I0 P + Gy COS Pe )Py, )- (7.24)

Then, moving to the reference frame rotating at the Rabi frequency €2, and applying the
rotating wave approximation, we obtain the following effective Hamiltonian

V2Q,
4

G2(Z g, COS Pe + Py, SIN D), (7.25)

ﬁgDF/h% -

where Q. > Q, and . > x are assumed. Returning to the original rotating frame by
inverse unitary transformations, the above Hamiltonian can be written as follows

V20

5 (&g, COS Pe + Dy, SIN D) | - (7.26)

SDF/h = (Ux cos ¢ + oy sin @) [ Q. +

As an example, if ¢. = 0, the above can be written as follows

Q V20,

and the spin-dependent force is realized. Note that the first and second terms are com-
mutative; thus, the first term does not affect the time evolution of the spin-dependent
force.
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Figure 7.1: (a) Optical images of a fabricated superconducting circuit. Most structures
are made from TiN electrodes (yellow) on a Si substrate (gray). Inset: Scanning elec-
tron micrograph of Al/AlO, /Al Josephson junctions fabricated with the in-situ bandage
technique [16]. (b) Equivalent circuit diagram, where drive lines are omitted and only
the coupling capacitors connected to them are depicted. (c¢) Energy-level diagram of the
system eigenstates |7, j) = [i) |j),, where i € {g, ¢, f} is a label for the eigenstates of the
cubic transmon and j is a label for the Fock states of the host resonator. The blue and
red arrows are red- and blue-sideband transitions activated by microwave drives. The
dashed energy levels are not actively used in the experiment.
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7.1.2 Tomography method for bosonic states

This chapter will demonstrate the spin-dependent force implementation by generating a
cat state and squeezed vacuum states by the measurement backaction. State tomography
on these bosonic states is needed to evaluate the generated states in a harmonic oscillator.
Thus, two methods are described here, one measuring a characteristic function [97] and
the other using a sideband Rabi oscillation |98, 99].

Characteristic function tomography

The characteristic function for the single harmonic oscillator is defined as the expectation
value of the displacement operator as follows

C(a) = (D()),
=Tr [f)(a)ﬁh] ,
=Tr [cos (\/§Q> ﬁh} +iTr [sin (\/5@) ﬁh] : (7.28)

where Q = Im[a]# — Re[a]p is introduced [See Supplemental Material for further details],
and py, is a state of the harmonic oscillator. The Wigner function can be obtained from
the characteristic function using a two-dimensional Fourier transformation as follows [97]

W) = = / Cla)e—Frag2g, (7.29)

T2

Thus, the characteristic function is a complete description of the quantum state of the
single harmonic oscillator. Using an auxiliary qubit and the spin-dependent force, the
characteristic function can be measured with the circuit shown in Fig.[7.2] For two initial
states of the auxiliary qubit, the expectation values of the z-basis measurements are given

by
Te[cos (V3Q) pn],  for £.(0)lg),, = o),
(6.) = (7.30)
Tr [sm(\/m) ph], for R, (7/2)|g), = |+1),-
where we assumed that the initial state is the product state, and R,(0) = cos(0/2)I +
isin(0/2)d, is a single qubit gate for arbitrary x-axis rotation. Therefore, the characteris-

tic function ([7.28]) can be fully characterized by running this circuit for each initial state
of the auxiliary qubit.

R.(0)]g)g —

w))cav @ W)I)cav

Figure 7.2: Characteristic function measurement circuit.

Fock basis tomography

The next method uses the dependence of the sideband transition rate on the number of
photons in the resonator. Assuming that the photon number distribution of the resonator
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is { P, }, the following equation expresses the red-sideband Rabi oscillation of the auxiliary
qubit,
1
P,(t) = 3 1+ Z P, cos(v/nQ,t)e | (7.31)
Here, 7, is the photon number-dependent decoherence rate. Thus, as shown in Fig.[7.3]
it is possible to estimate the photon number distribution of the resonator by measuring

the sideband Rabi oscillations of the auxiliary qubit after displacing the resonator state
by several amplitudes [98, 99).

le)q

)

Figure 7.3: Fock basis tomography circuit.

7.1.3 State preparation

Here, we describe a method for manipulating states in the resonator and preparing spe-
cific states using a spin-dependent force. For the cat state preparation, when the spin-
dependent force is applied to the ground state of the system, the following state can be
obtained from Eq. ([7.1)),

|g> |a> +2|—Oé>

+ |6>M. (7.32)
Thus, when the auxiliary qubit is measured in the ground state, the cat state can be
prepared as follows
@) + =)
5 :
In the following experiment, only the data measured in the ground state in the first
measurement by running the circuit shown in Fig. [7.4] are used for tomography data
processing.

|-+cat) = (7.33)

19)q

State preparation Tomography

Figure 7.4: Cat state preparation and Fock basis tomography circuit.

Next, we describe how to prepare the squeezed vacuum state. For simplicity, we
assume that the initial state is the product state and the auxiliary qubit is in the ground
state. The back action to the resonator when the auxiliary qubit is measured in the
ground state after applying the spin-dependent force can be written as follows

D(a) + D(—
2

@) = oS <\/§(Im[a]i’ + Re[a]]ﬁ)) (7.34)
_ COS<\/§Q). (7.35)
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Repeating this measurement N times as shown in Fig. [7.5] the state of the resonator can
be written as follows

WN>T = cos?™ (\/ﬁair) 0),., (7.36)

where « is assumed to be an imaginary number. Assuming that |a| is sufficiently smaller
than 1, the periodicity of the cosine function can be neglected, and the state of the
resonator is gradually squeezed with the number of measurements as shown in Fig. [7.6]
Note that we assume that the auxiliary qubit is measured in the ground state at each
repetition. In addition, from Eq. , the expectation value of the z-basis measurement
of the auxiliary qubit can be written as follows

(6,) ="Tr [cos(\/ﬁo@) WNXwNH : (7.37)

Thus, the probability of measuring the auxiliary qubit in the ground state increases as
the squeeze level increases.

|g>q

Repeat N times -

Tomography

Figure 7.5: Squeezed vacuum state preparation and Fock basis tomography circuit.
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Figure 7.6: Normalized wave functions of the resonator states in position basis. The
initial state is the vacuum state. N is the number of repetitions shown in Fig. Here,
the amplitude of a spin-dependent force is |a| = 0.3.

7.2 Experiment

In the experiment, we use a circuit consisting of a capacitively coupled cubic transmon
and a lumped element host resonator. For state discrimination of the cubic transmon, we
use a A/4 coplanar-waveguide (CPW) readout resonator and a Purcell filter as shown in
Figs.[7.1[a) and (b). Table [7.1]lists the measured parameters.

We first measure the red- and blue-sideband Rabi oscillation frequencies changing the
drive amplitude A, as shown in Figs.[7.7(a) and (b). In the experiment, we prepare the
system in |e, 0) for the red-sideband transition and then apply a microwave drive to the
cubic transmon also, sweeping drive frequency and pulse length. By fitting the resulting
oscillations in the excited state population, we obtain the oscillation frequencies €2, as
shown in Fig.[7.§] Similarly, by preparing the system in |g,0) and applying a microwave
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drive to the cubic transmon, the oscillation frequencies €2, for the blue-sideband transition
are obtained.

The original plan was to implement the spin-dependent force using only the red and
blue sideband transitions. However, as mentioned above, the dispersive coupling acts
as a coherent error, making calibration difficult. Therefore, we changed the method
and implemented a spin-dependent force using the red-sideband and carrier transitions,
as explained above. The experimental carrier Rabi frequency to implement the spin-
dependent force is about 30 MHz, and the Rabi frequency of the red-sideband transition is
about 1.0 MHz. Resonant microwave drives are simultaneously applied to these transitions
to induce the spin-dependent force. Although their resonance frequencies could deviate
from the separately evaluated frequencies due to the ac Stark shift, the carrier transition
is fast enough and the resonance condition shift is negligible compared to the shift of
the red-sideband transition frequency. Therefore, as shown in Figs. (a) and (b), we
measured the population of the auxiliary qubit for the initial states |g) and |e) while
changing the red-sideband drive frequency. In the case of an ideal spin-dependent force,
if it is strong enough, the auxiliary qubit and the resonator are maximally entangled, and
the visibility of the qubit signal disappears. This phenomenon is experimentally observed,
as shown in Fig. [7.9| (c¢). In the figure, the solid lines show the ideal numerical simulation
results depending on the initial states. However, the experimental values differ from the
ideal cases, most likely due to the strong carrier drive and the small nonlinearity of the
cubic transmon, causing the two-level approximation to be on the verge of breaking.

Next, the sequence shown in Fig.[7.10| (a) is conducted for more accurate calibration,
sweeping the carrier transition and red-sideband transition drive frequencies and pulse
lengths. The red-sideband drive phase of the second half of the spin-dependent force is
inverted, and this sequence should be an identity operation. The system ground state is
the initial state for this experiment. The optimal drive frequencies result in the slowest
rate of purity decay. The black lines in Figs. (b) and (c) represent this condition.

To calibrate the displacement length of the resonator, we conduct the sequence shown
in Fig. [7.3| and fit the resulting photon number-dependent Rabi oscillations by the follow-
ing equation

Pg(t> :g

1+ Z P, cos(v/nSt)e "V (7.38)

Here, the photon number distribution {P’} is generated from the following density oper-
ator

~

D(a’)pu D (), (7.39)

where pg, is the thermal state of the resonator, and the number of thermal photons is
ny, =0.045(16) from the red-sideband Rabi oscillation when no drive is applied to the
resonator. In addition, the fitting variables o/, A, €, and ~,, are displacement length,
visibility, fundamental frequency, and decay rate of the red-sideband Rabi oscillation,
respectively. Fig. [7.11| (a) and (b) show the calibration results and an example of the
fitting result when the pulse amplitude is A; =0.56.

Using the previous results, Fig. [7.12] shows the Fock basis tomography result of the
cat state generated by executing the sequence in Fig. [7.4l The average photon number is
about 1.8.

Finally, the results of squeezed vacuum state generation by repeated modular mea-
surements are shown in Figs. [7.13] and [7.14l For data processing, only the results are
used when the auxiliary qubit is observed in the ground state for each measurement. As
squeezing continues, the probability of being observed in the excited state decreases as




70 7. SPIN-DEPENDENT FORCE IN A CIRCUIT-QED SYSTEM

Table 7.1: Measured sample parameters used for the experiments.

Cubic transmon

Flux bias point Dot —0.2xd,
|g)—|e) transition frequency g/ 21 6577 MHz
Anharmonisity a/2m —154 MHz
|g)—|e) energy relaxation time T 61£12 us
|g)—|e) ramsey dephasing time Ty 8£1 us
|g)—|e) echo dephasing time Ty 21+1 pus
Single-qubit gate length (gaussian) Ty =20 20 ns
Single-qubit average gate fidelity Fovg 0.9973(4)
|g)—|e) assignment fidelity (post selected) F, 0.9973
lg)—|e) QND fidelity (post selected) Fonp 0.9905
le) thermal excitation pih 0.005
Host resonator

Resonator frequency (dressed) On/2m 4322 MHz
Dispersive shift Xqh/2m -61 kHz
|0)—|1) energy relaxation time T 637 us
|0)—|1) ramsey dephasing time Ty 96+22 us
Thermal photon number Nih 0.0454+0.016
Readout resonator

Resonator frequency (dressed) /21 7575 MHz
Dispersive shift Xaqr/ 27 —1.9 MHz
Resonator external decay rate Rext/ 2T 1.5 MHz
Readout pulse length T, 200 ns
Readout pulse integration window T samp 500 ns

expected. In addition, Fock basis tomography was also performed for N =4, 7, and 10,
and finally, about 6 dB squeezing was confirmed.

7.3 Discussion

We have realized a spin-dependent force in the planar superconducting circuit using
the three-wave mixed interaction provided by SNAIL. In addition, we used this spin-
dependent force to prepare cat and squeezed vacuum states.

The method used in this study employs the carrier transition to decouple the dispersive
coupling. However, the carrier transition rate must be sufficiently large compared to the
red-sideband transition rate. This has the side effect that the two-level approximation
is no longer valid due to the weak nonlinearity of the cubic transmon. A solution to
this problem is to use the blue-sideband transition simultaneously. Since the red- and
blue-sideband transitions can realize a spin-dependent force without any approximation,
the condition that the carrier transition rate is sufficiently large relative to the sideband
transition rate is no longer necessary, and the carrier transition rate should be large only
for dispersive coupling. For more detailed discussions, please refer to the supplementary
materials. We plan to conduct further experiments with this strategy in the future.
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Figure 7.7: Chevron patterns of the red- and blue-sideband transitions as a function
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panel represent the resonance condition and its corresponding oscillation frequency, and
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(a) Result for the red-sideband transition. (b) Result for the red-sideband transition.
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red-sideband (c) transition frequencies.
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Figure 7.11: (a) Relation between the local displacement and microwave pulse amplitude,
Ay, applying to the resonator. (b) Example of the fitting result by the photon number
dependent Rabi oscillation function when the amplitude A4 =0.56.
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Chapter 8

Conclusion and prospects

8.1 High-quality transmon qubits

We have successfully fabricated state-of-the-art quality transmon qubits using TiN thin
films grown at high temperatures on silicon substrates. This positive outcome is believed
to result from the favorable characteristics of the interface between silicon and TiN thin
film, which is due to the domain-matched epitaxial growth of TiN thin film. The interface
between the air and TiN thin film is of good quality because the TiN thin film does not
easily re-oxidize in air. However, despite our attempts to optimize the design for better
performance, we were unable to obtain any results that could guide us in improving the
design. One of the possible reasons for this is that the electromagnetic shielding of the
sample holder is not sufficient the energy loss due to radiation to the continuum field is
not negligible, and the loss around the Josephson junction may have been dominant.

To solve these problems and improve further, we will continue the electromagnetic field
analysis of the sample holder and attempt to optimize the design. In addition, it would
be effective to investigate the frequency dependence of the energy relaxation time using
frequency-tunable transmons to identify the problems with the current sample holder.

8.2 Coupler-assisted SWAP interaction

We have investigated and analytically modeled the four-wave-mixing interaction among
three superconducting qubits under a microwave drive. Using the interaction, we demon-
strated the coupler-assisted-swap-based control-Z gate between two fixed-frequency trans-
mons mediated by a fixed-frequency transmon coupler. The drive efficiency of the gate
has a practical value in a wide parameter range, providing an alternative solution to the
frequency crowding problem and a new design paradigm for superconducting quantum
processors. Moreover, a physically efficient parity measurement could be realized by mea-
suring the coupler after a pulse sequence of simultaneous w-pulses to the blue and red
CAS transitions. An alternative pulse sequence of two m-pulses to the blue (red) CAS
transition sandwiching 7-pulses to the data qubits would also work.

In the future, we plan to conduct a more detailed analysis of design parameters to
better understand the correlation between designable parameters, frequency collision, and
gate fidelity. We will leverage this understanding to develop an architecture accommodat-
ing more physical qubits. In addition, although we did not consider actively measuring
couplers in this thesis, we would like to consider the implementation of error-correcting
codes that actively use parity measurements that can be realized by measuring couplers.

77
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8.3 Spin-dependent force in a circuit-QED system

We have realized the spin-dependent force using the three-wave mixing interaction pro-
vided by SNAIL with the planar superconducting circuit. We also found that decoupling
the dispersive interaction by adding the carrier drive is important for this realization in
the circuit-QED system. In addition, we prepared cat and squeezed vacuum states using
this spin-dependent force and demonstrated state tomography.

While we have shown that it is possible to control the resonator state without relying
on the dispersive interaction, the performance of the auxiliary qubit is not as good as
that of the system using the dispersive interaction due to the frequency tunability. It is
necessary to redesign the system to separate the three-wave mixing interaction from the
qubit and use it independently from the auxiliary qubit in the future.
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Appendix A

Unitary transformations

A.1 Baker-Campbell-Hausdorff formula

We first introduce a useful formula known as the Baker-Campbell-Hausdorff (BCH) for-
mula, which holds for any two operators S and H

e’He™ = H+[S,H| + 2![§, [S, f]]] +

= %cg[ﬁl], (A1)
where

CilH] = H,

CLH] = 18, H),

Cg[ﬁ] = [S', [S’v [:[Ha

CE[H] = [S7 [Sv [Sa ]:Imv

ca[H] = [S,[S,1S, ..., H]]). (A.2)

A.2 Frame change

Here, we introduce a method for converting a Hamiltonian defined in one frame to a
representation in another expressed by a unitary operator. As a starting point, we consider
the Schrodinger equation

i () = Al (1), (A3)

Then, using the unitary operator R(t), we transform the state |¢)(t)) as follows

[0 (1)) = R()[ (1)) (A4)

When we act RT(t) on the equation from the left and substitute into the Schrodinger
equation, we obtain the following equation:

d. o (e ad
—") = | RHR" —iR—R" | |/ A.
1) (R 2 sztR)rw, (A.5)
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where the time dependencies of operators and states are omitted. Thus, we obtain a new
Hamiltonian in the frame defined by R as follows

R ~d - R
RHR' — z’R%RT =H. (A.6)

When R is independent of time, the second term on the left-hand side becomes zero, and
this Hamiltonian satisfies the Schrodinger equation.

A.3 Rotatig frame transformation

Here, we introduce the rotating frame transformation, one of the most commonly used
frame transformations, using the harmonic oscillator Hamiltonian I:[C = w.a'a as an ex-
ample. With the frame transformation operator R = ¢%'@ the annihilation operator a
is transformed as follows using the BCH formula (A.1))

A AL
RaR' = a +iwtld'a,a) + (“‘2}') [a'a, [afa,a]] + ...,
. t 2
= a +iwt(—1)a + (“;) (=1)%+...,
o0 s t n )
=a (Ziwt)" = ae "™, (A.7)
n!
n=0
where [a'a,a) = —a is used. Following the same procedure, we obtain RaTRt = afet.

With these results and Eq. (A.6]), the Hamiltonian of the harmonic oscillator is trans-
formed as follows

RH.R" = w.Ra'RTRaR" — iRaRT (A.8)
= (w, —w)afa = A, (A.9)
where 1 = 1 is assumed and RTR = I is used. If w. = w, the transformed Hamiltonian H !

is zero, and time evolution seems to stop in this frame. This helps simplify the analysis
in many situations.

A.4 Displacement transformation

This section describes the displacement transformation. This transformation can remove
coherent (linear) drive terms from a driven Hamiltonian. The displacement operator is
defined as

D(a) = ¢d'—o"a, (A.10)

where « is a complex value. Using [a*a — aa', ] = o and BCH formula (A.1]), we obtain
the unitary transformations as follows

DD = a+ o, (A.11)
D'a'D = af + o (A.12)
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A.5 Schrieffer- Wolff transformation

This section summarizes the Schrieffer-Wolff transformation, an essential theoretical tool
for analyzing circuit-QED systems, based on the literature [100, 101]. We consider the
following Hamiltonian with order parameter A

H = Hy+ \V. (A.13)

Here, Hy and V are an unperturbed exactly solvable Hamiltonian and a perturbative
term, respectively. Then, we choice the ansatz of S in U = e~ as follows

S =AS) + X285 + N385 4+ (A.14)

where S; must be a Hermitian operator. Substituting Eqs. (A.13) and (A.14) into the
BCH formula (A.1)), we obtain the equation as follows

eg(]:]() + AV)e_g = H,
+ >\1 <’L[n§1, f{o] + V)
1o o om
( 31508 ] + 65,71
+ A3 (i[gsvﬁo] - %[ﬁl, 11, [S1, Holll

5 (e 80, F) 4 (80,180, F0)) + i, V] = 518080, 1)

+OY. (A.15)
To simplify this equation, we use the following notations
¢S(Hy+AV)e™s = Z (A.16)
O _ 15, ] A, (A.17)
RS D CUITR o LN
€Grm 1€Gym 1
where [ is a permutation of n elements chosen from {1,2, ..., m} with repetition, and G,,

is a subset of {l},, whose elements sum to m. In other words, m = ., i for all l € Gy,.
Additionally, if T = (jy, ja, - . ), then S = (5,55, - .. ). With these definitions, C§""[A]
can be computed as follows

len(l)
len(l ? A A A . . .
CSarr( )[A] = M[§j17 [Sji[sjsv o Ama l= (317]27]37 e ) (A'19>
len(l) times
At each order m, H§m) is a function of only (Sl, gg, cee gm_l), one can be computed since
we assume lower order (Sl, Sa, ..., Sm—1) are known. Now, since our goal is to obtain a

block-diagonal term H™ for each order, we assume the following form

A =g"eH" e - oHe.. ., (A.20)

where p is the index of the subspace to be block-diagonalized. ]:[,Sm) can be written using
the projection operator on a subspace p as follows

am =p,H™P,. (A.21)
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Similarly, using these projection operators ﬁu and ]5,,, we introduce the following equations

SmY = P,S,. P, (A.22)
m = B,H™P,. (A.23)

Using these equations, we can systematically compute Sﬁ;” at each order m as follows

- X vec (—U:I(m) )) , (A.24)

m w Tp,v

45 — mat ((ﬁ«» 21, — I, HOT)

where vec(|a)b|) = |a) ® |b).



Appendix B

Model of external drive

Typically, quantum systems require external access for control, such as CPW, optical
fiber, or similar tools. In this specific case, we assume that the control line is a one-
dimensional waveguide that is coupled to the harmonic oscillator at the position of r = 0,
and the Hamiltonian models this system is following [102]

H/h= wea'a +/ dw wlall;wjtwﬁ/ dw <&Tl;w+dlgl>, (B.1)
—— o i

Harmonic oscillator — ~ s

1-D waveguide Interaction

where w is the continuous angular frequency of a photon mode with the energy Ej = hwy,
in the waveguide, and b,, satisfies [b,,, b = 6(w—w'). Thus, b, has the unit of 1/v/27 - Hz.
In addition, we assumed that the harmonic oscillator and waveguide interaction is weak
and can be modeled by the Markov process [12, [102]. Then, we move on to the rotating
frame with the second term of Eq. as follows

B,k =wata+,/ ;— / dw (aTBwe—iwt + aELeZ‘wt). (B.2)
™ —0o0

Now assume that the one-dimensional waveguide is excited to the coherent state with an
amplitude (3, and is in an initial state that can be written as a product state p.® |8, )X
Therefore, we consider the above Hamiltoani in the displaced frame using the displacement
operator D(—f,) = exp(—B,b, + 85b.), and obtain the transformed Hamiltonian as

follows
H' /h = wata+ 4/ ;—e / dw (&Tl;we_i“’t + &Z;Lei“’t>
ﬂ- — 00

—4/ ;—6/ dw (a'Boe™™" + ape™). (B.3)
™ —0o0

For simplicity, we assume that the waveguide is excited with a single frequency tone,
wg. Thus, the coherent amplitude (3, can be written as 36(w — wy), and we obtain the
following equation

fijh=wdlar 52 [ do (@t satten)
T J oo
V s
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Since the unit of 3, should be /27 - Hz as well as b, the number of photons present
in the waveguide per unit time is |§]?/27 = P;/hwg, where Py is the input drive power.
Using this relation, we can rewrite Eq. (B.4)) as follows

H' /b= wata+ 4/ ;—e / dw (dTl;we_iwt + &Z;Leiwt>
T —00
Py .
—4/ ’;M d (ale™™d! 4 Ge'at), (B.5)
d

Finally, assuming the strong drive power and small external coupling limit, we obtain the
following effective drive Hamiltonian

o)

Hog/h = weala — 5 (afe™™4t + geat), (B.6)

where ) = 2 ”;—Pd.
Wwq



Appendix C

Supplemental material for
“Coupler-assisted SWAP

interaction”

C.1 Derivation of equations

As described in the main text, the system and drive Hamiltonians we consider are

H=H,+H, (C.1)
At A QG 4 ata o
Ho/h Z(w,aTa, 5 a Iajaiai>, (C.2)
Hc/h: Zgic aiac—l—aiai), (C.3)
i#c
Hy/h = Qqcos wat (al + a.), (C4)

where 7 € {1,2,c}. By following the procedure of Schrieffer-Wolff transformation [103],
we obtain an anti-Hermitian operator S = S; + Sy from the solutions of the following
equations,

[Ho, 8] + Oy =0, (C.5)
[y, 8] + Oy = 0. (C.6)

Here, O; = H, is considered as an off-diagonal perturbation term. We also define the
diagonal and off-diagonal terms of %[Ol, 5‘1] as ﬁQ and Og, respectively. To derive the
explicit forms of Sy and 5’2, we assume that each transmon is a four-level system and
algebraically solve Egs. and with a Python program. Under this setup, we
first derive the CAS tranmtlon frequen01es in the weak drive amplitude limit. Upon the

transformation, the anti-Hermitian operators Sy and Sy cancel the off- diagonal terms in
H, and we obtain a diagonalized Hamiltonian valid up to the second order of g;e,

i = Fy+ Ds. (1)
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With this equation, we derive the analytical expressions of the CAS transition frequencies
in the weak drive amplitude limit,

wy = (101|H'|101) /h — (010| H'|010) /A,
Qg%c(al + CKC) 2935

= w.+ Ay + - , C.8
“ 2 (Alc - ac) (Alc + al) A2c ( )
w’ = (011|H’|011)/h — (100 H'|100) /A,
292 . 2g?
— (JJC _ A]_Q + g2c<a2 + o ) glc (Cg)

(AQC - ac)(A2c + 052) N A1c ‘

Next, we derive the effective CAS oscillation frequencies. We move to the reference frame
rotating at wy and transform the drive Hamiltonian Eq. (C.4]) into

Hi/h~ %Q(dl + a), (C.10)

where we use the rotating-wave approximation. Note that, the form of S is the same in
the rotating frame. Using the obtained S and the Baker-Campbell-Hausdorff formula, we
expand the drive Hamiltonian Eq. (C.10)) as

. N . A 11 ra «
SHTeS — i+ [s, Hﬂ + 5[5, {57 H;“H T
. . o 1ra s - .,
~ A+ [SI + 5, Hg] +5 [Sl, [Sl,HgH = A7 (C.11)

In the last line of the formula, we keep only the terms up to the second order of g;. by
assuming |g;./A;.| < 1. Finally, we reach the expressions of the effective CAS oscillation
frequencies presented in the main text:

Q, ~ 2(010|H,7|101) /}
- 201c92:00824
A6, — 01+ ae)(b, — 0y)
_ 291c920082q
C Ap(we — wy + ag)(we — ws)
Q, ~ 2(100|H;|011) /R
_ —291c92:0082d
A8, — 69 + ) (6. — 1)’
_ —291c920082a
A (we — wy + ) (we — wi)’

(C.12)

(C.13)

where §; = w; —wy, (i € {1,2,c}). Moreover, we derive an analytical expression of the ac-
field-dependent ZZ coupling induced by the ac Stark shift. For concreteness, we consider
the case where the drive frequency wy is off-resonant but close to wy,. As a first step, we
expand the drive Hamiltonian using S and then move to the reference frame rotating at
wy, which is determined by the drive power (2;. Applying the rotating-wave approximation
and dropping fast oscillating terms, we get the following time-dependent effective drive
Hamiltonian

N Q ) )
H(t) /b~ 71’(\1o1><01oye—“” +1010)101]e™"), (C.14)
where § = wy — wyp. For further analysis, we assume a form of system Hamiltonian

Hyo = HO + H(t), (C.15)



C.2. NUMERICAL SIMULATION METHOD 89

where H(© is the time-independent part and H(t) is the time-periodic part. When H (¢)
has the characteristic frequency w, it can be expanded in a Fourier series of the form

=> H,em™" (C.16)

n#0

We now apply the van Vleck transformation [104] and obtain the time-averaged Hamil-
tonian to first order

/ o) L [FL”’ H”}
H ~H_Z -— 1
Sys 2 Z nhw (C 7)
n#0
Comparing Egs. (C.14)) and the last terms of (C.17)), we obtain an expression of the ac-
field-tunable part of the ZZ coupling,

Y

ac — T 5 C.18
e = — 52 (C.18)
where we assume that the coupler is in the ground state. With this term, the entire ZZ

interaction under the off-resonant microwave drive can be expressed as

Y

§z2(wa, Qi) = o — m>

(C.19)

2
where &, = ( Aézﬁ‘;go)?;iim) is the static residual ZZ coupling that is valid up to the second

order of the effective transverse coupling, geg = 9102926 ( Allc + A%C) + g12, between the data

qubits.

C.2 Numerical simulation method

As mentioned in the main text, we consider up to the third excited state of each transmon
for numerical calculations. To evaluate the CAS oscillation frequency, we numerically
diagonalize the Hamiltonian represented in the reference frame rotating at wy,

H, = H)+ H + H}, (C.20)
i /h = Z(é ala; + %eﬁa as a) (C.21)
H /b= gic(@la. + aial) + gio(alas + ayab), (C.22)

1#£c
. 1
H/h~ §Qd(&l +a.). (C.23)

Here we take into account the direct coupling g2 between the data transmons. For
each drive amplitude €, we sweep the drive frequency w, and obtain the resonant CAS
oscillation frequencies €, (2,) as the splitting at the anticrossing between the states
|010)and|101) (]100)and|011)).

Next, we estimate the coherence limit of the average fidelity of the CAS-based CZ gate.
We use Eq. as the starting point and numerically simulate the JAZZ sequence in
Fig. 3(a) in the main text. For the measurement angle 0 in the JAZZ sequence, the
population of the state [110) ideally becomes unity at the end of the controlled phase is
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7. We thus numerically maximize the |110) population by iteratively solving the time-
dependent Schrodinger equation taking account of the flat-top Gaussian pulse shape and
obtaining an optimal parameter set of the drive frequency and amplitude. Note that
we assume perfect accuracy of the state preparation, measurement, m-pulse, and 7/2-
pulse. Using the result, we solve the master equation taking into account the coherence
times shown in Table[C.1] and reconstruct a noisy quantum channel &/, which is locally
equivalent to a CZ gate, for the entire system. We thus apply local phase rotations to the
data qubits with perfect accuracy and obtain the noisy CAS-based CZ gate channel Ecy.
Finally, we express the average gate fidelity of a quantum channel £ using the following
equation [105]
— TI'[(Pl X Pl)Sg] + Tl"[Pl(c:(Pl)]

F(&) = T , (C.24)

where P; is a projector onto the d-dimensional computational subspace and S¢ is the
superoperator form of the quantum channel €. Using Eq. (C.24]), we evaluate the average
gate fidelity of Eqy considering a composition between two channels £ = Ucy, 0 Ecy, where

Ucy is the ideal CAS-based CZ gate channel. The value obtained is F'(€) ~ 0.978.

Table C.1: Coherence times of the qubits.

Ty (ps) T3 (ps) T3 (ps)

Data transmon, ; 95+10 76+10 88+3
Data transmon, ; 108 +6 81+8 166+ 9
Coupler transmon, Q. 154+1 154+2 1842

C.3 Supplemental experiments

C.3.1 ac-field tunable ZZ interaction and estimation of the di-

rect coupling

We estimate the direct transverse coupling strength and the residual ZZ interaction
strength using the JAZZ experiment described in the main text. Figure (a) shows
a pulse sequence, where we constantly apply a relatively weak coupler drive 4/2m ~ 7.3
MHz, while sweeping the delay time 7 between the echo pulses and the coupler drive
detuning from the blue CAS transition, 6 = wy — wp. Furthermore, to know the sign as
well as the magnitude of the ZZ interaction, the measurement angle ¢ is swept together
with 7 according to the relation ¢/7 = 27 x 100kHz as shown in Fig.[C.I(b) as an ex-
ample. Figure(c) shows the measured ZZ interaction strength &7z depending on the
coupler drive detuning. By fitting this modulation with numerically calculated values
of the residual ZZ interaction diagonalizing Eq. (C.20]), we obtain the direct transverse
coupling strength of gi5/2m ~ 1.9 MHz. The bare residual ZZ interaction strength is also
estimated to be & /2m ~ —1.5kHz, where all other parameters we use are presented in
the main text and g;» is the only free parameter.

C.3.2 ac Stark shift of the CAS transitions

In Figs.|C.2(a) and (b), we show the experimental results of the ac-Stark-shifted blue and
red CAS transition frequencies as a function of the coupler drive amplitude. The CAS
transition frequencies are determined by fitting the chevron pattern at each point. We
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Figure C.1: (a) Pulse sequence for measuring the tunable ZZ interaction strength using the
JAZZ protocol. (b) Example of the experimental data obtained with the JAZZ protocol.
The data was taken at the red star shown in (c¢). The dashed line is the fitting curve
to an exponentially decaying sinusoidal function. (¢) Dependence of the ZZ interaction
strength on the drive detuning from the blue CAS transition with a fixed drive power
Q4/2m = 7.3 MHz. The static ZZ interaction is canceled at the condition indicated by
the red star. The green solid line shows the fitting result using Eq. , and the blue
dashed line is the numerical fit using the direct coupling ¢, as the only free parameter.

model the frequency shift with the ac Stark shift of the coupler transmon A2® = %

[106, 107]. Using Egs. (C.8) and (C.9), we define the analytically evaluated ac-Stark-
shifted CAS transition frequencies as

by = W) + A, (C.25)
By = wl + A™ (C.26)

where we ignore the ac Stark shifts of the data transmons, which are negligible compared
to A2, In Figs.[C.2(a) and (b), we see semiquantitative agreement in the weak drive limit.
The deviations between the numerical and experimental results at larger drive amplitudes
could be explained by the higher-order nonlinear terms dropped in the Duffing-oscillator
model [57] 108].

C.3.3 Rabi oscillations in the blue CAS subspace

We measure the associated oscillations of the population of each qubit involved in the
blue CAS transition. The pulse sequence used is identical to the one in Fig.2(a) in the
main text except for the qubits to be read out. As predicted by the theoretical model, we
observe signals corresponding to the Rabi oscillations between the states |010) and [101).

C.4 Comparison with the CR gate

Lastly, we compare the expected properties of the blue CAS-based CZ gate with those of
the CR gate, which is most commonly used in architectures with fixed-frequency trans-
mons. The results are shown in Fig.[C.4] In both cases, we see the decrease of the residual
77 interaction by introducing gi» in the regions with large enough g;./A;. for a high drive
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Figure C.2: Resonance frequencies of the (a) blue and (b) red CAS transitions. The
filled circles are the experimental results obtained from the fitting of the chevron patterns
for each drive amplitude. The filled squares are analytically calculated ac-Srark-shifted
CAS transition frequencies [Eqgs. and (C.26)] using the same parameters as in the
experiment. The dotted lines are the analytically evaluated CAS transition frequencies
in the limit of the weak drive [Eqs. and (C.9)]. The dashed lines are obtained

numerically by diagonalizing Egs. (C.20)—(C.23)).

efficiency. However, the CR gate only achieves sufficient drive efficiency 7cg in the regime
where £z rapidly increases with geg. In contrast, the blue CAS drive efficiency is inde-

pendent of gi5 [See Egs. (C.12)) and (C.13))], allowing for the wide range of detuning and
coupling strength with large n, and small £zy.
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Figure C.3: Associated oscillations of the excited-state population of each transmon in-
volved in the blue CAS transition. The vertical axis is normalized using the response
signals of the ground and first-excited states of each transmon, corresponding to the ex-
cited state population of each qubit. The horizontal axis is the length of the drive pulse
to the coupler transmon. The drive amplitude is 4/27 ~ 75 MHz. Note that this data
was obtained at a different cooldown from the one for the experiments in the main text.
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Figure C.4: (a) Circuit diagram to implement the CAS-based gates described in the
main text. The residual ZZ interaction strength £z (filled contour plot) and the drive
efficiency n, of the blue CAS transition (contour line plot) are shown in (b) without and
(c) with [same as in Fig. 4(b)] the direct transverse coupling gio. (d) Typical circuit
diagram to implement the CR gate, where we consider a linear coupler (off-resonant
LC resonator) as opposed to the transmon coupler in (a). The residual ZZ interaction
strength £zz and drive efficiency ncg of the CR gate, as a function of |Ajs/amean| and
|gic/Aic| are shown in (e) without and (f) with the direct transverse coupling gio. Here,
&7z is calculated through numerical diagonalization of Eq. (C.20). The drive efficiency is
defined as ncr = 2 ¥ % from Eq. (4.26) in Ref. [100]. The additional multiplying
factor of 2 explicitly indicates the fact that a 7/2-rotation of the CR gate is locally
equivalent to the CNOT gate. For the calculations, we use the same parameters as in
the case with the CAS transitions except for the anharmonicities of the linear coupler,
a./2m = 0 GHz, and the data transmons, a;/2m = a/27 = —0.3 GHz. The latter value
is typical and indeed more favorable for CR gates.




Appendix D

Notes on “Spin-dependent force in a
circuit-QED system”

Here, we summarize additional information related to the spin-dependent force experi-
ment. Before entering into individual discussions, we introduce some notations.
We first define the dimensionless quadrature operators for a harmonic oscillator as

at +a al —a
f= e p=i—— D.1
5o P 7 (D.1)

These operators satisfy the following commutation relation
&) = i, (D2)
Using the above dimensionless quadrature operators, the creation and annihilation oper-
ators can also be written as follows
= v (D3)

In addition, the displacement operator can be rewritten as

D(a)=e p[oai atal,
= exp|iv2(Im[a] — Rela]p)), (D.4)
= cos(ﬂ@) + isin(ﬂfl), (D.5)

where Q) = Im[a]# — Re[a]p is introduced.

D.1 Modular measurement

Modular measurement shown in Fig. is one of the important quantum operations,
and here we summarize the derivation of Eq. and some notes on modular measure-
ment. Assuming that the initial state is a product state, the state after the conditional
displacement gate acts is

o= (I4)HD(@) + | =X=1D(=a) ) [} @ o)y, (D.6)
Us(e)10)q ® |19), (D.7)
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W)y, —

w})cav @ w}I)cav

Figure D.1: Modular measurement circuit.

where the suffixes (q: qubit, h: harmonic oscillator) indicate the subsystems to which the
states belong. Then, considering the z-basis measurement of the qubit, the measurement
operator is ¢, ® [, and the expectation value is

(62) = Te[o. @ LU (@) [ )e'| Ul (@), (D.8)
= Tr[U}()5. ® LU ()|9/ X' ). (D.9)

For the last line, we used the cyclic property of the trace. Furthermore, the operator A
is calculated using the BCH formula as follows

e (v38)a,— (V)5 (),

= cos <\/§Q) G, + sin(x/ifl) y. (D.10)

Thus, depending on the initial state of the qubit, the expectation values of the z-basis
measurement are

Tr [cos<\/§fl>|¢><¢|h], for W)>q = ’9>qa
(6. = (D.11)

T [m(ﬂ@) |¢><¢|h}, for [¢), = [+i),,

and Eq. (7.30)) in the main text is reproduced.

D.2 Performance analysis of the conditional displace-
ments

In this section, we compare the performance of conditional displacement gates using cross-
Kerr interaction implemented in previous studies [86], 88, 189] and second-order nonlinear-
ity through numerical simulations. From the main text, the Hamiltonian in the reference
frame rotating at the pump drive frequency w, that realizes the cross-Kerr-based condi-
tional displacement gate is

He/h = Aata + ya'as. + Ka'ataa, (D.12)

where K = % (%)4, A = w, —wy is a self-Kerr effect strength of the resonator. The last
term has been ignored in the main text because it is proportional to the fourth order of
£, which is generally smaller than 100 Hz. However, when a strong pump drive is applied
to the resonator, the effect induced by the weak self-Kerr term is enhanced, and ignoring
it is not a good approximation. The strong pump drive term in the rotating frame is as
follows

H,/h = e + et (D.13)
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where ¢ is a time-dependent complex drive amplitude. Applying the displacement trans-
formation to Egs. (D.12)) and (D.13]), the full Hamiltonian in the displaced frame is

7'/l = DY (o) Hac D(ay) /i + Dt (o) H,D () /i,
= Adla + x(aa’ + aja)o. + x|a*s. + xa'ao,

+ K [d'ataa + 2a4a'a%a + 207a%aa + ofa’a’ + ofaa + 4|ay*a’a]

+ &T |:AOZt — %Oét + 2K]at|2at + &4 — ZOét:|

+ a |:AOét — %O&t + 2K|Oét|204t + & — ZOét:| . (D14)

The last two linear terms can be eliminated by determining the time-dependent coherent
amplitude «; by solving the following nonlinear differential equation

AOét — %O&t + 2K’C¥t‘206t + & = ZOét (D15)

In addition, the term proportional to x = 1/17 corresponds to the displacement introduced
by the energy relaxation of the resonator. For simplicity, we assume that the pump drive
is resonant to the fundamental frequency of the resonator (i.e., A = 0) and that the drive
amplitude is a real number (i.e., oy = ) and constant in time. Thus, the Hamiltonian in
the displaced frame used in numerical simulations is as follows

Hi/h = x(0d +a%a)6. + x|al*6. + xalao.
+ Kla'a'aa + 2aa'a’a + 20*a'aa + o*ata’ + a*aa + 4|al*a’a]. (D.16)

Here, the first term is the generator of the spin-dependent force, and the gate speed can be
increased according to |ax| by increasing the strength of the pump drive. In the previous
studies, the echo sequence shown in Fig. is used instead of a single pulse to reduce
the effect of low-frequency noise from the auxiliary qubit. This is why it is called the
echoed-conditional displacement (ECD) gate.

(a) Coherent amplitude of the resonator
J +Qo L| 01
To —Ch I_’

(b) T D(+ap) D(+a3) T

R >

D(-ao) | | D(=ay)

(c) Xn

Q

Time

Figure D.2: Echod-conditional displacement gate sequence for numerical simulations.
(a) Coherent amplitude during ECD gate. The resonator is instantaneously displaced to
a coherent amplitude o and then evolves in time according to the Hamiltonian (D.16]).
(b) Pump pulse sequence to be applied to the resonator. The pulse duration is zero for
simplicity and is assumed to be an ideal pulse (i.e., fidelity is unity). (c) Pulse sequence
for the auxiliary qubit. As with the resonator, the pulse duration is zero and is assumed
to be an ideal pulse (i.e., fidelity is unity).
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Next, in the case of our method, we summarize the Hamiltonian used in the simulation.

In a frame rotating at the frequencies of the auxiliary qubit and the resonator, the static
Hamiltonian from Eq. (7.12) is as follows

Hy/h ~ xatas, + Katataa, (D.17)

where the artificial radiation pressure term is eliminated due to the rotating wave ap-
proximation, and this is a good approximation since |g,,/w,| is usually around 1073. The
self-Kerr term of the resonator is also included as in the ECD case. Now, there can be
three drive terms

N Q) L L

H./h= 2b (e 6_a' +e""6.a), (D.18)
X Qo A

Hy/h = 2b (76 a0t + e 6 _a), (D.19)
A Q. o o

H./h= 7(6*1%—, +e 5. (D.20)

Here, we consider two setups that combine these drive terms. The first is to use the red-
sideband drive and the carrier drive [92] as described in the text, and the pulse sequence
is shown in Fig. m The second setup applies all three drives simultaneously [91], and
the pulse sequence is shown in Fig. [D.4 We will call them SDF-1 and SDF-2 gates,
respectively.

(@) = -
s B 90=0 | 9:=0 L

(b)
Carrier J o=t L’ ¢CT=1 . |_>

Figure D.3: Pulse sequence 1. Each pulse waveform is a perfect square, and the duration
is 7. (a) The phase of the red-sideband pulses is ¢, = 0 for both pulses. (b) The phases
of the carrier pulses are ¢. = 0, and ¢. = 7 for the first and second pulses, respectively.
This sequence is the rotary echo, which can mitigate the effects of low-frequency noise in
the auxiliary qubit.

Time

D.2.1 Numerical simulation

Here, we evaluate the accuracy of the conditional displacement gates realized by respective
methods using the introduced Hamiltonians. It is computationally expensive to compute
the propagator of the resonator and auxiliary qubit, including dissipation. Therefore, we
generate the cat state

|+cat) o< [B) + |[—5) (D.21)

by the conditional displacement gates, compare their quality by numerically solving master
equations and obtaining state infideliteis [109] for each displacement length (cat size).
For each target displacement length, the state infidelity is minimized. The Nelder-Mead
method is used for minimization, and the optimization parameters are described in detail
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Figure D.4: Pulse sequence 2. Each pulse waveform is a perfect square, and the duration
is 7. (a) The phase of the red-sideband pulses is ¢, = 0 for both pulses. (b) The phases
of the carrier pulses are ¢. = 0, and ¢. = 7 for the first and second pulses, respectively.
This sequence is the rotary echo, which can mitigate the effects of low-frequency noise in
the auxiliary qubit. (c) The phase of the blue-sideband pulses is ¢, = 7 for both pulses.

later as they are situation-dependent. As an additional common feature, the dissipation
rates are calculated from the coherence times as follows

k1= 1)T7, (D.22)
ke =1/Ty = 1/T% — 1/2T7, (D.23)
m=1/T%, (D.24)
Vo =1/T, = 1/TS —1/2T%. (D.25)

Echoed-conditional displacement
For the ECD gate, the master equation to be solved is
i

pu == | Hik(@1), pu] + 1 Dla) + 26,DI(@" + a})(a+0)] + 1 Dlo-] + 29,D[5.], (D.26)

where g = Df(a)pD(a) is a density operator in the displacement frame, and oy, i € {0,1}
is coherent amplitude during the gate sequence. In addition, D[L]p = LpLt —1/2{L'L, p}
is Lindbladian. The master equation follows the sequence shown in FiglD.2] The initial
state of the first half of the sequence is [0), @ |+),, and the initial state of the second
half is the final state of the first half calculation multiplied by X . The four optimization
parameters are {arg g, arg oy, To, 71}

Spin-dependent force

For the SDF-1 gate, the master equation to be solved is
b= —% [ﬁo YA+ A, ﬁ} + 11 D[a] + 265Dlaa) + 11 D[6_] + 29,D[6.),  (D.27)

and for the SDF-2 gate is

i

h

p [Flo +H, + H, + H, ﬁ] + k1 Dla] + 2k4Da'a] + 1 D6_] + 27,D[62].  (D.28)
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Table D.1: Parameter set 1. The numbers in brackets are for the pulse sequence 2.

Parameter ECD (Break-even) *[86] ECD SDF (Our method)
A = |©, — @y 2 GHz 2 GHz 2 GHz
lg/A| 0.01 0.01 0.02

X 29 kHz 29 kHz 84 kHz

K -1 Hz -1 Hz -14 Hz
7 *600 us 60 us 60 ps

T3 “TT x 1.5 Tr x 1.5 Tr x 1.5
Ty *250 us 50 us 50 ps
T *T9/1.5 20 s 20 s
laf? %150 50, 150, 300 -

Qs - — 1.0(0.7) MHz
Qc - - 50(10) MHz
Hilbert space dimension (50 x 2)? (50 x 2)? (50 x 2)?

Table D.2: Parameter set 2. The numbers in brackets are for the pulse sequence 2.

Parameter ECD (Break-even) *[86] ECD SDF (Our method)
A = |&, — @y 2 GHz 2 GHz 2 GHz
lg/A 0.01 0.01 0.02

X 29 kHz 29 kHz 84 kHz

K -1 Hz -1 Hz -14 Hz
T *600 us 100 ps 100 ps

Ty ¥IT x 1.5 17 x 1.5 17 x 1.5
Ty *250 ps 100 us 100 us
Ty *TP/1.5 100 ps 100 ps
laf? *150 50, 150, 300 -

Qup - - 1.0(0.7) MHz
0 - - 50(10) MHz
Hilbert space dimension (50 x 2)? (50 x 2)? (50 x 2)?

The master equations follow the sequences shown in Fig/D.3 and [D.4] respectively. For
both cases, the initial state of the first half of the sequence is |0), ® [0), and the initial
state of the second half is the final state of the first half calculation. The carrier drive
phase is inverted in the first and second sequences, so the effect eventually cancels out.
During optimization, the phases of the carrier drive and blue sideband drive are fixed
for both cases, and the four optimization parameters are {¢°, ¢!, 79, 71}. As indicated
in Tabs. and [D.2] the effective drive strengths for both cases are set to 1 MHz and
0.7 MHz, respectively, which could be obtained without difficulty in the experiment.

Result

The simulation results are shown in Figs. and [D.6] and they suggest that the method
used in this study is more resistant to decoherence than the ECD. Note that the pulse
waveform is not included in the optimization parameters to reduce the computation time,
and there is room for further fidelity improvement in both cases. Furthermore, instead
of using a transmon, our method (SDF-1) employs a cubic transmon with a lower anhar-
monicity. Consequently, the SDF-1, which needs a powerful carrier drive, could be worse
than this result. Conversely, it is suggested that SDF-1 could achieve high accuracy even



D.2. PERFORMANCE ANALYSIS OF THE CONDITIONAL DISPLACEMENTS 101

without a strong drive. In the future, we should move to SDF-2 implementation.

w/ experimental coherence times
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Figure D.5: Simulation results using parameter set 1. Dashed lines with a triangular
marker indicate the ECD cases; Solid lines with a circle marker indicate the SDF cases.
The result using the break-even experiment parameters is shown with a dashed line

and a star marker. The solid black line shows the amplitude required to measure the
stabilizer of the square GKP code [110].
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Figure D.6: Simulation results using parameter set 2. The other notations are the same

as in Fig. [D.5
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